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Abstract

Our language changes very rapidly, accompanying political, social and cultural trends,

as well as the evolution of science and technology. The Internet, especially the social

media, has accelerated this process of change. This poses a severe challenge for both

human beings and natural language processing (NLP) systems, which usually only model

a snapshot of language presented in the form of text corpora within a certain domain

and time frame.

While much previous effort has investigated monolingual paraphrase and bilingual

translation, we focus on modeling meaning-preserving transformations between variants

of a single language. We use Shakespearean and Internet language as examples to inves-

tigate various aspects of this new paraphrase problem, including acquisition, generation,

detection and evaluation.

A data-driven methodology is applied intensively throughout the course of this

study. Several paraphrase corpora are constructed using automatic techniques, experts

and crowdsourcing platforms. Paraphrase systems are trained and evaluated by using

these data as a cornerstone. We show that even with a very noisy or a relatively small

amount of parallel training data, it is possible to learn paraphrase models which capture

linguistic phenomena. This work expands the scope of paraphrase studies to targeting
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different language variations, and more potential applications, such as text normalization

and domain adaptation.

vii



Table of contents

Dedication iii

Acknowledgments iv

Abstract vi

List of Figures xii

List of Tables xiv

1 Introduction 1

⒈1 What is a Paraphrase? . . . . . . . . . . . . . . . . . . . . . . . . . . 3

⒈2 Paraphrasing Across Language Variations . . . . . . . . . . . . . . . . 5

⒈⒉1 Historical Literature and Writing Styles . . . . . . . . . . . . 5

⒈⒉2 Social Media and Internet Language . . . . . . . . . . . . . . 6

⒈3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Related Work 10

⒉1 Paraphrase Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 11

viii



TABLE OF CONTENTS

⒉2 NLP for Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . 14

⒉3 Statistical Machine Translation . . . . . . . . . . . . . . . . . . . . . 15

⒉4 Domain Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Shakespearean Paraphrasing 17

⒊1 Paraphrasing into Shakespearean English . . . . . . . . . . . . . . . . 18

⒊⒈1 Parallel Modern Translations . . . . . . . . . . . . . . . . . . 18

⒊⒈2 Dictionary Based Paraphrase . . . . . . . . . . . . . . . . . . 19

⒊⒈3 Out of Domain Monolingual Parallel Data . . . . . . . . . . . 21

⒊2 Automatic Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 22

⒊3 Human Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

⒊4 Translating Shakespeare’s Plays to Modern English . . . . . . . . . . . 28

⒊5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

⒊6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4 Automatic Metrics Evaluating Writing Style 33

⒋1 Cosine Similarity Style Metric . . . . . . . . . . . . . . . . . . . . . . 34

⒋2 Language Model Style Metric . . . . . . . . . . . . . . . . . . . . . . 34

⒋3 Logistic Regression Style Metric . . . . . . . . . . . . . . . . . . . . 35

⒋4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

⒋⒋1 Measuring Shakespearean Style . . . . . . . . . . . . . . . . . 36

⒋⒋2 Measuring Modern Prose . . . . . . . . . . . . . . . . . . . . 37

⒋5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5 Automatically Gathering and Generating Paraphrases from Twitter 40

ix



TABLE OF CONTENTS

⒌1 Gathering A Parallel Tweet Corpus . . . . . . . . . . . . . . . . . . . 41

⒌⒈1 Extracting Events from Tweets . . . . . . . . . . . . . . . . . 42

⒌⒈2 Extracting Paraphrases Within Events . . . . . . . . . . . . . . 43

⒌2 Paraphrasing Tweets for Normalization . . . . . . . . . . . . . . . . . 45

⒌3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

⒌⒊1 Paraphrasing Tweets . . . . . . . . . . . . . . . . . . . . . . . 46

⒌⒊2 Phrase-Based Normalization . . . . . . . . . . . . . . . . . . 52

⒌4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6 Twitter Paraphrase Collection via Crowdsourcing 57

⒍1 Raw Data from Twitter . . . . . . . . . . . . . . . . . . . . . . . . . 58

⒍2 Task Design on Mechanical Turk . . . . . . . . . . . . . . . . . . . . 58

⒍3 Annotation Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

⒍4 Selecting Sentences for Efficient Annotation . . . . . . . . . . . . . . 62

⒍⒋1 Automatic Summarization Inspired Filtering . . . . . . . . . . 62

⒍⒋2 Filtering vs. Random Selecting Experiment . . . . . . . . . . . 63

⒍5 Selecting Topics for Efficient Annotation . . . . . . . . . . . . . . . . 64

⒍⒌1 Effective Crowdsourcing using Multi-Armed Bandits . . . . . . 64

⒍⒌2 Bounded ϵ-first Algorithm for MAB with Infinite Arms . . . . 65

⒍⒌3 Simulation and Real-world Experiments . . . . . . . . . . . . 66

⒍6 Utilizing the Collected Data for Paraphrase Identification in Twitter . . 68

⒍⒍1 Supervised Learning Approaches . . . . . . . . . . . . . . . . 68

⒍⒍2 Unsupervised Learning Approaches . . . . . . . . . . . . . . . 70

⒍7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

x



TABLE OF CONTENTS

7 Future Work 73

⒎1 Diversity-aware Automatic Paraphrase Identification for Twitter . . . . 74

⒎2 Paraphrasing for Colloquial English . . . . . . . . . . . . . . . . . . . 75

Bibliography 78

xi



List of Figures

⒊1 Various Shakespearean paraphrase systems compared using BLEU and PINC.

A brief description of each system is presented in table ⒊⒋ . . . . . . . . . 22

⒊2 Average human judgments evaluating semantic adequacy, lexical dissimi-

larity, stylistic similarity, and overall quality of Shakespearean paraphrase

systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

⒊3 Automatic evaluation of paraphrasing Shakespeare’s plays into modern En-

glish comparing a system based on parallel text (16plays_16LM), a Dictio-

nary baseline, and a system trained on out of domain parallel monolingual

text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

⒊4 Average human judgments translating Shakespeare’s plays into modern En-

glish. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

⒋1 Automatic stylistic evaluation comparing the three systems that paraphrase

into Shakespearean style. . . . . . . . . . . . . . . . . . . . . . . . . . . 38

⒋2 Automatic evaluation of paraphrasing Shakespeare’s plays into modern English 39

xii



List of Figures

⒌1 Results from automatic paraphrase evaluation. PINC measures n-gram dis-

similarity from the source sentence, whereas BLEU roughly measures n-

gram similarity to the reference paraphrases. . . . . . . . . . . . . . . . . 50

⒌2 Results of human evaluation on paraphrasing Tweets. . . . . . . . . . . . 53

⒍1 A screenshot of our annotation task as it was deployed on Amazon’s Me-

chanical Turk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

⒍2 A heat-map showing overlap between expert and crowdsourcing annotation.

Note that the two annotation scales are defined differently. . . . . . . . . . 61

⒍3 The proportion of paraphrases (percentage of positive votes from annotators)

vary across different topics . . . . . . . . . . . . . . . . . . . . . . . . . . 63

⒍4 Numbers of paraphrases

collected by different methods . . . . . . . . . . . . . . . . . . . . . . . . 64

⒍5 PINC scores of paraphrases collected . . . . . . . . . . . . . . . . . . . . 64

⒍6 Simulation analysis of Bounded ϵ-first Algorithm for Infinite Arms . . . . 67

⒍7 Precision-Recall curves comparing supervised and unsupervised approaches

for paraphrase identification. The dashed plots represent unsupervisedmeth-

ods; while solid plots represent supervised methods. . . . . . . . . . . . . 71

xiii



List of Tables

⒈1 Semantically equivalent expressions . . . . . . . . . . . . . . . . . . . . . 2

⒉1 Representative examples from paraphrase corpora . . . . . . . . . . . . . . 13

⒊1 Parallel corpora generated from modern translations of Shakespeare’s plays . 19

⒊2 Example dictionary entries . . . . . . . . . . . . . . . . . . . . . . . . . 21

⒊3 Example ngram probabilities in target language . . . . . . . . . . . . . . . 21

⒊4 Descriptions of various systems for Shakespearean paraphrase. Romeo and

Juliet is held out for testing. . . . . . . . . . . . . . . . . . . . . . . . . . 23

⒊5 Example Shakespearean paraphrases generated by the best overall system. . 25

⒊6 Agreement between annotators measured using Pearson’s ρ. . . . . . . . . 26

⒊7 Example modern paraphrases of lines from Romeo and Juliet generated us-

ing our system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

⒋1 Correlation between various human judgments and automatic evaluation

metrics. Pearson’s correlation coefficient is displayed between the automatic

metrics and human judgments from each annotator. . . . . . . . . . . . . 36

xiv



List of Tables

⒋2 Correlation between human judgments and automatic evaluation metrics

when paraphrasing Shakespeare’s plays into modern prose. . . . . . . . . . 38

⒌1 Example tweets taken from automatically identified significant events ex-

tracted from Twitter. Because many users express similar information when

mentioning these events, there are many opportunities for paraphrase. . . . 43

⒌2 Example paraphrases generated by our system on the test data. . . . . . . . 47

⒌3 Example paraphrases of noisy phrases and slang commonly found on Twitter 51

⒌4 Example paraphrases of a given sentence “who want to get a beer” . . . . . 52

⒌5 Examples from the Twitter normalization dataset . . . . . . . . . . . . . . 55

⒌6 Normalization performance . . . . . . . . . . . . . . . . . . . . . . . . . 55

⒍1 Classification accuracy, positive-class precision, recall and F-measure of dif-

ferent systems, trained by different data and tested on same dataset using

two annotations as golden labels (* train and test on the same data set by

leave-one-topic cross-validation) . . . . . . . . . . . . . . . . . . . . . . 69

xv



Chapter 1

Introduction

Our language is a living language, and as such, it is constantly changing. Since

William Shakespeare coined hundreds if not thousands of words 450 years ago (Elliott

and Valenza, 2011), the English language has evolved greatly under the influence of new

communication technologies. The recent addition of 2,000 new entries, including In-

ternet slang, to the authoritative Oxford English Dictionary is a clear example of this

process. In addition, varieties of language are warranted by different settings in which

they are used or different people who are using them. Unfortunately most natural lan-

guage processing (NLP) technologies are developed in the context of static corpora,

without taking varieties of language into account (Mota and Grishman, 2009, 2008).

The performance of standard NLP tools is severely degraded when used for processing

Early Modern English or Internet English (Foster et al., 2011; Gimpel et al., 2011; Liu

et al., 2011d; Ritter et al., 2011b). Many domain adaptation methods have been pro-

posed; however, the linguistic differences in evolving languages are greater and more

structural than these methods normally face. Paraphrase models which track evolving
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CHAPTER ⒈ INTRODUCTION

language could directly benefit a wide range of language technologies (including Infor-

mation Retrieval, Information Extraction, Summarization and Question Answering), by

automatically adapting them to handle the language variations.

For example, we can paraphrase the inputs into a style that is familiar to the system

(e.g. contemporary Standard English, as shown in Table ⒈1), or alternatively trans-

fer linguistic annotations from Standard English to historic or social media text us-

ing aligned parallel corpora. In order to understand natural language, systems must

be capable of recognizing synonymous expressions across language varieties, such as

spelling variations, syntactic variants, synonyms of words and phrases, and more com-

plex sentence-level variations.

Shakespearean Standard English
Romeo slew Tybalt. Romeo killed Tybalt.
Tybalt, the kinsman to old Capulet,
hath sent a letter to his father’s house.

Tybalt, old Capulet’s relative, has sent
a letter to his father’s house.

Internet English Standard English
Hostess is going outta biz Hostess is going out of business.
UMG COO Voted Off The Island UMG COO stepped down.
YOU CANT OVERSTATE JUST
HOW SIGNIFICANT #EGYPT PM
’ S VISIT TO #GAZA IS

You can’t overstate just how significant
the Egyptian Prime Minister’s visit to
Gaza is.

Table ⒈1: Semantically equivalent expressions

On the other hand, systems capable of paraphrasing text targeting a specific linguistic

and writing style could be useful for a variety of applications. They could:

⒈ Benefit educational applications, allowing students to:

a) Access modern English versions of historical works.

2



CHAPTER ⒈ INTRODUCTION

b) Experiment with writing in the style of an author they are studying.

⒉ Help marketers to tailor messaging for different social media platforms.

⒊ Enable non-experts to better consume technical information, for example by trans-

lating legalese or medical jargon into nontechnical English.

While there has been much previous effort studying monolingual paraphrase (McK-

eown, 1979) and bilingual translation (Brown et al., 1993), this thesis introduces the task

of paraphrasing across varieties of a single language and presents the first methodologies

for collecting datasets, building and evaluating models for this task.

1.1 What is a Paraphrase?

Paraphrases are different words, phrases or sentences that express the same or almost

the same meaning. For example, “forget” is a paraphrase of “fail to remember”. The

criteria of semantically equivalence —“the same or almost the same meaning” —are

difficult to define exactly and can vary from task to task. For example, whether “car” is a

proper paraphrase of “vehicle” depends on the context and the purpose of paraphrasing.

As discussed by Madnani and Dorr (2010), paraphrases can be divided into 3 cate-

gories: Lexical, Phrasal and Sentential. Lexical paraphrases refer to words whose mean-

ing is nearly equivalent in context. Examples include synonyms (e.g. “handgun” vs. “pis-

tol”), hypernyms (“rifle” vs. “firearm”) and meronyms (“Chicago” vs. “Illinois”). Phrasal

paraphrases refer to phrases which can have equivalent meaning in context (“want to

see”, “would be nice to visit”), (“lived in Chicago”, “grew up in Illinois”). Finally sen-

tential paraphrases are entire sentences which express the same meaning. The criteria

3



CHAPTER ⒈ INTRODUCTION

for deciding which words, phrases and sentences are considered as paraphrases should be

more or less strict in different scenarios, and really depends on the application to which

the paraphrases will be applied.

The task of paraphrasing language which changes over time presents unique chal-

lenges as new terms and expressions are invented which are not captured by existing

paraphrase systems which capture only a snapshot of common paraphrases at a partic-

ular point in time. Although previous work extracting paraphrases from news articles

(Dolan et al., 2004) can continuously produce sentences with equivalent meaning from

recently written articles, the type of language used in news is quite traditional and thus

stable over time. In contrast user-generated text is more likely to reflect new terms and

expressions as they are invented (Rumšienė, 2004), so by extracting paraphrases from

social media we hope to both automatically and continuously produce up-to-date para-

phrase models of the latest terms and expressions as they are invented.

In addition, due to its informal and unconstrained nature, the type of language used

in social media presents new challenges and opportunities for paraphrase acquisition.

For example, previous corpora of sentential paraphrases (see Section 2 for details) have

consisted mostly of declarative sentences. Social media, in contrast, contains paraphrases

between questions, declarations, exclamations, and more. As an example, for certain

purposes, the following sentences could be considered paraphrases:

• So will I not be able to fly into NYC Thursday because of Sandy?

• Flights into NYC could be canceled on Thursday due to Hurricane Sandy.

Finally we note that a phrase-based approach is likely required for capturing language

4



CHAPTER ⒈ INTRODUCTION

variations across time; for example many phrases in both Shakespearean and Internet

English cannot be captured only by word-to-word mappings:

Shakespearean Standard English Internet Standard English
I pray you please outta biz out of business
to tread it to walk through it #EGYPT PM Egyptian Prime Minister

1.2 Paraphrasing Across Language Variations

Little previous work has attempted to model meaning-preserving transformations in

different varieties of language. This may be partly because paraphrase data is difficult

to obtain, especially between variants of the same language (Xu et al., 2012b). There

are only a handful of existing paraphrase corpora, mostly limited to Standard English

(Burrows et al., 2012).

1.2.1 Historical Literature and Writing Styles

We investigate the task of automatic paraphrasing while targeting a particular lan-

guage variety, focusing specifically on the style of Early Modern English employed by

William Shakespeare. Besides a relatively good amount of Shakespeare’s play scripts,

there are many linguistic resources available for us to experiment with various NLP

techniques. Among these are parallel “translations” of the plays into colloquial English,

as well as dictionaries that provide modern equivalents for archaic words and phrases.

We explore several different paraphrasing methods; some rely on different types of

parallel monolingual data techniques from phrase-based MT, and some instead rely on

5
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manually compiled dictionaries of expressions commonly found in Shakespearean En-

glish. We evaluate these models both through human judgments and standard evaluation

metrics from the Machine Translation (MT) and Paraphrase literature; however no pre-

vious work has investigated the ability of automatic evaluation metrics to capture the

notion of writing style. We show that previously proposed metrics do not provide a

complete picture of a system’s performance when the task is to generate paraphrases tar-

geting a specific style of writing. We therefore propose three new metrics for evaluating

paraphrases targeting a specific style, and show that these metrics correlate well with

human judgments.

1.2.2 Social Media and Internet Language

The emergence of social media (Kwak et al., 2010), e.g. Facebook and Twitter,

presents a unique opportunity to collect parallel corpora as it covers a wide range of

topics, has a high level of information redundancy, and also contains the most up-to-

date language variation and terminology as it is invented (Ke et al., 2008). We extract

paraphrases from a parallel corpus consisting of pairs of sentences that are semantically

equivalent. In particular, we collect parallel texts from Twitter posts (i.e. tweets) that

are related to the same events. Many researchers have attempted to extract paraphrases

from news articles about the same events. However, social media has very different char-

acteristics from news articles, motivating us to develop new techniques to cluster events

and align words, phrases and sentences.

Meanwhile, the text messages written by millions of users in social networks contain

a great deal of valuable and real-time information. It is important to be able to automat-
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CHAPTER ⒈ INTRODUCTION

ically extract and aggregate important information from social networks and Internet

language. However, due to the lack of context (e.g. 140-character limit for Twitter) and

extremely noisy and flexible nature of user-generated text, many NLP systems suffer

from the wide degree of linguistic variations, such as spelling and syntactic variants (or

errors), newly-coined terms, etc. Machine learning algorithms trained on static corpora

are easily overwhelmed by a large set of novel patterns and terminology. We believe that

the ability to identify, extract and generate up-to-date paraphrases would significantly

advance the state of the art of natural language processing. We quantitatively investigate

the effectiveness of paraphrases in social media data. Our results showed that because

tweets include both normal and noisy language, paraphrase systems built from Twitter

could be fruitfully applied to the task of normalizing noisy text, covering phrase-based

normalizations not handled by state-of-the-art dictionary-based normalization systems.

We expect that paraphrases would help to transfer existing knowledge, annotations

and NLP tools for Standard English to noisy user-generated text. Focusing on the

emergent social media, which becomes an important part of people’s everyday lives and

practices, our research will help scientists and humanists from sociology, communica-

tions, anthropology, media studies, information science, medical science and cultural

studies (Chunara et al., 2012; Eisenstein et al., 2010; Naaman et al., 2011; Xu et al.,

2012a).

In conclusion, modeling paraphrases for language variations will extend automatic

language processing to languages of different time periods, and assist people in under-

standing and writing such languages.

7



CHAPTER ⒈ INTRODUCTION

1.3 Overview

The rest of this thesis is organized as follows. We begin with a review of prior work

in the related areas in Chapter ⒉

To demonstrate the feasibility and value of paraphrasing language variations, we first

approach the task of transforming the plays of William Shakespeare into modern English

and vise versa, and present several different paraphrasing models that utilize various lan-

guage resources in Chapter ⒊ During the evaluation of these models, we find that none

of the previous evaluation metrics from the Machine Translation (MT) and Paraphrase

literature can provide the complete picture of a system’s performance when the task is to

generate paraphrases targeting a specific style of language. We therefore propose three

new metrics for evaluating paraphrases targeting a specific writing style, and show that

these metrics correlate well with human judgments in Chapter ⒋

We next turn to Internet language, in particular Twitter, which contains the most up-

to-date information and linguistic phenomena. In Chapter 5, we show how to paraphrase

informal user-generated text using a parallel corpus automatically gathered from Twitter

by information extraction techniques. We further demonstrate the effectiveness of these

paraphrase models to normalize noisy text. Although the corpus collected in Chapter

5 is at very large scale, it is limited by the constraints and errors associated with the

automatic processes. We leverage crowd-sourcing to gather cleaner data (Chapter 6) and

train systems for paraphrase identification on Twitter (Chapter 7).

Finally in Chapter 8, we conclude the thesis and discuss future works.

Throughout the thesis, we use the term style to simply refer to the characteristics of

a variation of language. As in the literature of natural language processing (Jiang, 2008;

8
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Li, 2012), the notion of domain is typically inclusive of significant language variations,

genres or topics etc. Social media can be considered as a single domain that contains

both formal and informal languages; while the news from the same news sources that

cover Middle East and United States can be considered as different domains. We use the

term noisy in two different meanings in this thesis. One is to stress the characteristic

of social media text (Baldwin et al., 2013), that includes misspellings, grammar errors,

word-choice errors, creative abbreviations and etc. The other one means the errors in

the annotated data (Spreyer and Kuhn, 2009), such as a non-paraphrase sentence pair

mislabeled as paraphrase in the corpus.

9



Chapter 2

Related Work

The paraphrase problem is fundamental to many natural language understanding

tasks (Giampiccolo et al., 2007), therefore much work has investigated methods for au-

tomatic paraphrasing. We are not aware, however, of any work that has systematically

addressed the task of extracting, generating or evaluating paraphrases targeting varia-

tions of language. Most of the existing work deals with texts from the same domain

or from different domains which do not contain as great linguistic differences as ours.

To some extent, our task is close to machine translation, from which we also draw in-

spiration. This chapter highlights the contribution of this thesis in the context of the

most related previous work. For a more comprehensive background on paraphrasing, see

the excellent surveys by Madnani and Dorr (2010), Burrows et al. (2012) and Ho et al.

(2012).

10



CHAPTER ⒉ RELATED WORK

2.1 Paraphrase Acquisition

Automatic Paraphrase Acquisition approaches have emerged and become extremely

popular in the last decade (Bannard and Callison-Burch, 2005; Barzilay and Lee, 2003;

Das and Smith, 2009; Dolan et al., 2004; Shinyama and Sekine, 2003). However, as

noted by (Dolan and Brockett, 2005), a paraphrase corpus is difficult to obtain, “since

paraphrase is not apparently a common natural task – under normal circumstances people

do not attempt to create extended paraphrase texts”.

One data source has been different translations or versions of the same text (Barzilay

and McKeown, 2001; Ibrahim, 2002; Ibrahim et al., 2003). Some researchers exploit a

foreign language as a pivot to extract paraphrase patterns from bilingual parallel corpora

(Callison-Burch, 2008; Ganitkevitch et al., 2013; Zhao et al., 2008). However, bilin-

gual parallel resources are not readily available for social media. Only very recently, a

study which makes use of bilingual text from Chinese microblog, Sina Weibo, has been

reported by Wang et al. (2013).

Previous work has also investigated the tasks of gathering parallel or comparable texts

from monolingual resources (Barzilay and McKeown, 2001; Clough et al., 2002; Cohn

et al., 2008; Dolan et al., 2004; Dolan and Brockett, 2005; Fader et al., 2013; Knight and

Marcu, 2002; Lin and Pantel, 2001; Paşca and Dienes, 2005; Sekine, 2005; Shinyama

and Sekine, 2003; Shinyama et al., 2002). Very related to our approach for collecting

paraphrases is previous work by Shinyama and Sekine (2003), Dolan et al. (2004) and

Quirk et al. (2004). This line of work aims to extract paraphrases from news articles

written by different press agencies describing the same event. The intuition behind our

approach is very similar: many social media users will refer to the same events. Social
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media has very different characteristics from news articles, however, motivating us to

develop different techniques for clustering events and sentence alignment.

There are only a few recent studies on paraphrasing between slightly different do-

mains, such as technical and lay medical terms (Deléger and Zweigenbaum, 2009; El-

hadad and Sutaria, 2007). The variations between languages we are dealing with are

much greater than theirs.

Crowd Paraphrase Acquisition has been investigated recently, such as in (Buzek et

al., 2010) and (Denkowski et al., 2010). Both focus specifically on collecting paraphrases

of text to be translated to improve the quality of machine translations from crowdsourc-

ing services. Chen and Dolan (2011) gathered a large-scale sentence-level paraphrase

corpus by asking independent users of Amazon’s Mechanical Turk Service (Snow et al.,

2008) to caption the action in short video segments. Similarly, Burrows et al. (2012)

collected passage-level paraphrases by asking crowdsourcing workers to rewrite excerpts

chosen from books.

By contrast, we design a simple task on a crowdsourcing platform requesting only

binary judgement on sentences that are topically and temporally related from Twitter

(Chapter 6). There are several important differences and advantages as compared to

other existing work: 1) this method is scalable and sustainable due to the simplicity of

the task and real-time unlimited text supply from Twitter; 2) the paraphrase corpus col-

lected contains a representative proportion of both negative and positive instances, while

lack of good negative examples was an issue in the previous research (Das and Smith,

2009); 3) the corpus also covers a very diverse range of topics and linguistic expressions,

especially colloquial language, which is different from and thus complements previous

12
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paraphrase corpora. There exist two sentence-level paraphrase corpora that are of an

order of magnitude that is similar to ours (more than 5000 sentence pairs). Table ⒉1

illustrates the different characteristics of the data we collected and those produced by

previous work.

Corpus Examples
◦ Revenue in the first quarter of the year dropped 15
percent from the same period a year earlier.
◦ With the scandal hanging over Stewart’s company,
revenue in the first quarter of the year dropped 15
percent from the same period a year earlier.

Microsoft
(Dolan and Brockett, 2005)

◦ The Senate Select Committee on Intelligence is
preparing a blistering report on prewar intelligence
on Iraq.
◦ American intelligence leading up to the war on
Iraq will be criticized by a powerful US Congressional
committee due to report soon, officials said today.
◦ A person is slicing a cucumber into pieces.
◦ A man cutting zucchini.

Video
(Chen and Dolan, 2011)

◦ Someone is coating a pork chop in a glass bowl of
flour.
◦ A person breads a pork chop.
◦ the utmost respect for Harding
◦ So impressed by Harding s effort

Twitter
(This Work)

◦ Ezekiel Ansah wearing 3D glasses wout the lens.
◦ Ezekiel Ansah 5th overall pick wearing real3D
glasses with the lenses popped out.

Table ⒉1: Representative examples from paraphrase corpora

13
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2.2 NLP for Social Media

Social media websites provide a massive amount of timely and important information,

motivating the need for language technology. Standard text processing tools perform

poorly when applied to social media text due to its noisy and unique language (Gimpel

et al., 2011; Ritter et al., 2011b), which is very different from traditional sources (e.g.

newswire). Several researchers have attempted to address the problem by designing new

algorithms specifically for social media data, including information extraction (Ritter et

al., 2011b, 2012), retrieval (Subramaniam et al., 2009), summarization (Chakrabarti and

Punera, 2011; Liu et al., 2011b), sentiment analysis (Celikyilmaz et al., 2010), semantic

role labeling (Liu et al., 2010, 2011c) and first story detection (Petrović et al., 2012). Yet

their performance is still limited by the lack of domain knowledge and annotated data.

Paraphrasing from social media texts to their most likely Standard English versions will

help to leverage existing knowledge and techniques. Parallel aligned text also opens the

possibility for transferring annotations as in bilingual research (Yarowsky et al., 2001).

Our research is also related to previous work on normalizing Twitter text (Han and

Baldwin, 2011; Han et al., 2012; Liu et al., 2011a; Liu et al., 2012), which is limited to

spelling corrections of non-standard English tokens. It extends the idea of exploiting

large-scale web data for word choice in our previous work (Xu et al., 2011a). Access to

parallel text allows us to achieve a much broader objective, which is to acquire phrasal

paraphrases and generate sentential paraphrases. Very related to our work is the recent

paper by Wang et al. (2013), which treats text normalization as a paraphrasing task as

we do but is limited by the availability of bilingual texts in social media. Zanzotto et al.

(2011) also reported an initial study on detecting redundant posts in Twitter.

14
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2.3 Statistical Machine Translation

Many statistical machine translation (SMT) techniques have been successfully ap-

plied to paraphrasing problems, which can be seen as monolingual translations, through

parallel corpora. One of the crucial keys to this approach is to align all the corresponding

text fragments together: align sentence pairs to create a parallel corpus and align word

or phrase pairs to extract paraphrases. To extract parallel sentences from a monolingual

comparable corpus, most previous work relies on lexical similarity, which is ineffective

for the very disparate data that is the subject of our study. Our approach is inspired by

previous work on bilingual comparable corpora (Fung and Cheung, 2004a,b; Lee et al.,

2010; Smith et al., 2010), while answering the new challenges in the noisy social media

data.

2.4 Domain Adaptation

The focus of our study, language variations over time, is outside the typical scope

of domain adaption in natural language processing. Despite many studies addressing

domain adaptation from different perspectives (Bacchiani and Roark, 2003; Blitzer et al.,

2006; Daumé III and Marcu, 2006; Jiang and Zhai, 2006; Mansour et al., 2009), most of

them focus on differences either between different datasets (i.e. both newswire), genres

(i.e. newswire and terrorists reports) or subsets within the same dataset. The linguistic

differences between these domains are certainly not as extensive and structural as those

developed in language evolution, which we are facing. Most previous work adapted

NLP tools to Twitter by using annotated in-domain data or specially designed features
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(Gimpel et al., 2011; Ritter et al., 2011b). Most relevant to our study is the previous

work by Liu et al. (2010) leveraging a semantic role labeling system on the news domain

to tweets of news content. By modeling paraphrases, we can provide a more generic

framework of domain adaptation that is not limited to a certain application or a certain

genre. Paraphrasing also goes beyond domain adaptation in that it could help people

with writing and understanding different varieties of language.

16



Chapter 3

Shakespearean Paraphrasing

Motivated by the lack of computational study on language changes, we conducted

initial investigation into the task of paraphrasing between varieties of language using

Shakespeare’s plays as a testbed (Xu et al., 2012b). Because these plays are some of the

most highly-regarded examples of English literature and are written in a style that is now

400 years out of date, many linguistic resources are available to help modern readers better

understand these Elizabethan texts. We show that even with a relatively small amount of

parallel training data, it is possible to learn paraphrase models which capture linguistic

phenomena by an approach based on phrase-based statistical machine translation, and

these models outperform baselines based on dictionaries and out-of-domain¹ paraphrase

corpora. This work validated our hypotheses that it is feasible to learn paraphrases

between variations of one language from a parallel corpus, and it is more efficient than

using lexical recourses.
⒈ In this chapter, the Shakespeare’s plays and their modern translations are considered in-domain;

while other texts, e.g. news and video descriptions, are out-of-domain.
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3.1 Paraphrasing into Shakespearean English

We compared three different paraphrase systems targeting Shakespearean English

which rely on different types of linguistic resources. One leverages parallel transla-

tions, another exploits dictionary resources, and a third relies on modern, out-of-domain

monolingual parallel data and an in-domain language model.

3.1.1 Parallel Modern Translations

Access to parallel text in the target style allows us to train statistical models that

generate paraphrases, and also perform automatic evaluation of semantic adequacy us-

ing BLEU, which requires availability of reference translations. For this purpose we

scraped modern translations of 17 Shakespeare’s plays from http://nfs.sparknotes.com,

and additional translations of 8 of these plays from http://enotes.com.

After tokenizing and lowercasing, the plays were sentence aligned (Moore, 2002),

producing 21,079 alignments from the 31,718 sentence pairs in the Sparknotes data,

and 10,365 sentence pairs from the 13,640 original pairs in the Enotes data. The mod-

ern translations from the two sources are qualitatively quite different. The Sparknotes

paraphrases tend to differ significantly from the original text, whereas the Enotes transla-

tions are much more conservative, making fewer changes. To illustrate these differences

empirically and provide an initial paraphrase baseline, we compute BLEU scores of the

modern translations against Shakespeare’s original text; the Sparknotes paraphrases yield

a BLEU score of 2⒋67, whereas the Enotes paraphrases produce a much higher BLEU

of 5⒉30 reflecting their strong similarity to the original texts. These results are sum-

marized in Table ⒊1.
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corpus initial size aligned size No-Change BLEU
http://nfs.sparknotes.com 31,718 21,079 2⒋67
http://enotes.com 13,640 10,365 5⒉30

Table ⒊1: Parallel corpora generated from modern translations of Shakespeare’s plays

Phrase-based translation has been demonstrated as an effective approach to generate

paraphrases (Chen and Dolan, 2011; Quirk et al., 2004). We applied a typical phrase-

based statistical MT pipeline, performing word alignment on the data described in table

⒊1 using GIZA++ (Och and Ney, 2003), then extracting phrase pairs and performing

decoding using Moses (Koehn et al., 2007). We used this pipeline with the basic default

settings recommended in the toolkits documentation²,³. All the language models used

in this thesis are trained on different datasets by SRILM toolkit (Stolcke, 2002) with tri-

grams and interpolated interpolated Kneser-Ney smoothing⁴, if not otherwise specified.

For evaluation purposes, the parallel text of one play, Romeo and Juliet, was held out

of the training corpus for this system and the baseline systems described in the following

section.

3.1.2 Dictionary Based Paraphrase

The statistical machine translation approach does require the existence of parallel

corpora of aligned phrases and sentences, however, resources which may not be available

for many language variations that we might wish to target. For this reason we were
⒉ http://www.statmt.org/moses_steps.html
⒊ http://www.statmt.org/moses/?n=Moses.Baseline
⒋ The SRILM command line parameters we used are “ngram-count -order 3 -interpolate -

kndiscount -text inputtexfilename -lm outputlmfilename”
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motivated to investigate alternative approaches in order to help quantify how critical this

type of parallel data is for the task of stylistic paraphrasing.

Several dictionaries of stylistically representative words of Shakespearean English

and their modern equivalents are available on the web. These dictionaries can be used

to define a translation model which can be used in combination with a language model

as in standard phrase-based MT.

To build a phrase table, we scraped a set of 68,709 phrase/word pairs from http:

//www.shakespeareswords.com/; example dictionary entries are presented in table ⒊2.

As described in (Koehn and Knight, 2000), we estimate phrase translation probabili-

ties based on the frequencies of the translation words/phrases in the target language

(Shakespearean English). For instance, if we look at the modern English word maybe,

our dictionary lists 4 possible Shakespearean translations. We obtained the probabilities

for each translation according to the n-gram back-off model built from 36 of Shake-

speare’s plays using the SRILM toolkit (Stolcke, 2002), normalizing the probabilities

for each source phrase, for example p(PERCHANCE|maybe) = 0.000079
0.000263

= 0.301. An

example is presented in Table ⒊3. This method allows us to estimate reasonable transla-

tion probabilities for use in a phrase table, which is used in combination with a language

model built from the 36 plays, which are then fed into the Moses decoder (Koehn et al.,

2007). For out-of-the-vocabulary words in the input, we set the Moses to pass them

through.
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target source target source
ABATE shorten AYE always
CAUTEL deceit GLASS mirror
SUP have supper VOICE vote

Table ⒊2: Example dictionary entries

Smoothed Probability Estimate target source
0.0000791 PERCHANCE maybe
0.0000369 PERADVENTURE maybe
0.0000752 HAPLY maybe
0.0000714 HAPPILY maybe
total 0.000263

Table ⒊3: Example ngram probabilities in target language

3.1.3 Out of Domain Monolingual Parallel Data

As a final baseline we consider a paraphrase system which is trained on out-of-domain

data gathered by asking users of Amazon’s Mechanical Turk Service (Snow et al., 2008)

to caption the action in short video segments (Chen and Dolan, 2011). We combined a

phrase table extracted from this modern, out of domain parallel text, with an in-domain

language model consisting of Shakespeare’s 36 plays, applying theMoses decoder (Koehn

et al., 2007) to find the best paraphrases. Although this monolingual parallel data does

not include text in the target writing style, the in-domain language model does bias

the system’s output towards Shakespeare’s style of writing. We found that performing

MinimumError Rate Training (Och, 2003) using a small set of held out parallel text from

Romeo and Juliet was necessary in order to tune the video corpus baseline to generate

reasonable paraphrases.
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3.2 Automatic Evaluation

Figure ⒊1 compares a variety of systems targeting Shakespearean English using the

previously proposed BLEU (Papineni et al., 2002) and PINC (Chen and Dolan, 2011)

automatic evaluation metrics which have been demonstrated to correlate with human

judgments on semantic adequacy and lexical dissimilarity with the input. A description

of each of the systems compared in this experiment is presented in Table ⒊4. As men-

tioned in §⒊⒈1, the Enotes paraphrases diverge little from the original text, resulting in

a BLEU score of 5⒉3 when compared directly to the original lines from Shakespeare’s

plays. Because our goal is to produce paraphrases which make more dramatic stylistic

changes to the input, in the remainder of this paper, we focus on the Sparknotes data

for evaluation.
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Figure ⒊1: Various Shakespearean paraphrase systems compared using BLEU and
PINC. A brief description of each system is presented in table ⒊4.

Twomain trends are evident in Figure ⒊1. First, notice that all of the systems trained

22



CHAPTER ⒊ SHAKESPEAREAN PARAPHRASING

System Description
16and7plays_36LM Phrase table extracted from all 16 Sparknotes

plays and 7 Enotes plays (holding out R&J)
and language model built from all 36 of
Shakespeare’s plays, again excluding R&J.
Uses default Moses parameters.

16and7plays_36LM_MERT Same as 16and7plays_36LM except param-
eters are tuned using Minimum Error Rate
Training (Och, 2003).

16and7plays_16LM Phrase table is built from both Sparknotes
and Enotes data, and Language model is built
from the 16 plays with modern translations

16and7plays_16LM_MERT Same as 16and7plays_16LM except parame-
ters are tuned using MERT.

16plays_36LM Only Sparknotes modern translations are
used. All 36 plays are used to train Shake-
spearean language model.

16plays_36LM_MERT Same as 16plays_36LM except parameters are
tuned using MERT.

video_corpus_baseline Paraphrase system combining out of domain
parallel text (Chen and Dolan, 2011) with an
in-domain language model. Described in de-
tail in §⒊⒈3.

modern (no change) No changes are made to the input, modern
translations are left unchanged.

Dictionary Dictionary baseline described in §⒊⒈2

Table ⒊4: Descriptions of various systems for Shakespearean paraphrase. Romeo and
Juliet is held out for testing.

using parallel text achieve higher BLEU scores than the unmodifiedmodern translations.

While the dictionary baseline achieves a competitive PINC score, indicating it is making

a significant number of changes to the input, its BLEU is lower than that of the modern

translations. Secondly, it seems apparent that the systems whose parameters are tuned
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using Minimum Error Rate Training (MERT) tend to be more conservative, making

fewer changes to the input and thus achieving lower PINC scores, while not improving

BLEU on the test data. Finally we note that using the larger target language model

seems to yield a slight improvement in BLEU score.

Example paraphrases of lines from Romeo and Juliet and several Hollywood movies,

generated by the top performing system according to BLEU and PINC, are presented in

table ⒊5.

3.3 Human Evaluation

Figure ⒊1 provides some insight into the performance of the various systems, but it

is initially unclear how well the BLEU and PINC automatic evaluation metrics perform

when applied to paraphrases that target a specific style of writing. BLEU and PINC

have previously been shown to have high correlation with human judgments of semantic

adequacy and lexical dissimilarity of paraphrase candidates, but the implications of this

for the more specialized task of stylistic paraphrasing are unclear.

While BLEU is typically used to measure semantic adequacy, it seems reasonable to

assume that it could also be useful for measuring stylistic alternations, since utterances

are more likely to contain overlapping ngrams if they are both semantically and stylisti-

cally similar. What BLEU cannot tell us, however is what portion of its improvements

are due to stylistic similarity or semantic equivalence. For this reason, we were moti-

vated to perform an evaluation based on human judgments of semantic adequacy, lexical

dissimilarity and stylistic similarity.

For this purpose, we randomly sampled 100 lines from Romeo and Juliet, then two
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Source Speaker Input Output
Romeo & Juliet Benvolio He killed your rela-

tive, brave Mercutio,
and then young Romeo
killed him.

he slew thy kinsman ,
brave mercutio , and
then young romeo kill
him .

Romeo & Juliet Romeo I can read my own for-
tune in my misery.

i can read mine own for-
tune in my woes .

Star Wars Palpatine If you will not be turned,
you will be destroyed!

if you will not be turn ’d
, you will be undone !

Star Wars Luke Father, please! Help
me!

father , i pray you , help
me !

The Matrix Agent
Smith

Good bye, Mr. Ander-
son.

fare you well , good
master anderson .

The Matrix Morpheus I’m trying to free your
mind, Neo. But I can
only show you the door.
You’re the one that has
to walk through it.

i ’ll to free your mind ,
neo. but i can but show
you the door. you ’re the
one that hath to tread it
.

Raiders of the
Lost Ark

Belloq Good afternoon, Dr.
Jones.

well met , dr. jones .

Raiders of the
Lost Ark

Jones I ought to kill you right
now.

i should kill thee
straight .

Terminator 2 Terminator My mission is to protect
you.

my affair is to keep you .

Terminator 2 Terminator Negative. The T-1000’s
highest probability for
success now would be to
copy Sarah Connor and
to wait for you to make
contact with her.

negative. the t-1000 ’s
most exalted probability
for success now would
be to have sarah connor
and to stay for you to
make contact with her .

Terminator 2 Terminator Skynet begins to learn at
a geometric rate. … In
a panic, they try to pull
the plug.

skynet begins to learn at
a geometric rate. … in a
fearful sails , they would
pluck the stop .

Table ⒊5: Example Shakespearean paraphrases generated by the best overall system.
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annotators annotated each sentence and its Shakespearean translation to indicate seman-

tic adequacy, lexical dissimilarity, stylistic similarity, and overall quality. The aggregate

results of the human evaluation are displayed in Figure ⒊2. Agreement between anno-

tators measured using Pearson’s ρ is displayed in Table ⒊6.

Based on the human evaluation, it appears that the baseline combining paraphrases

collected fromMechanical Turk (Chen and Dolan, 2011) with a Shakespearean language

model has the highest semantic adequacy, yet this approach is also fairly conservative in

that it makes few changes to the input.

semantic adequacy dissimilarity style overall
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Figure ⒊2: Average human judgments evaluating semantic adequacy, lexical dissimilar-
ity, stylistic similarity, and overall quality of Shakespearean paraphrase systems

Semantic Adequacy Lexical Dissimilarity Style Overall
0.73 0.82 0.64 0.62

Table ⒊6: Agreement between annotators measured using Pearson’s ρ.
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The dictionary baseline, and the paraphrase system trained on parallel modern trans-

lations are roughly comparable in terms of the number of changes made to the input,

but the system trained on modern translations achieves higher semantic adequacy, while

also being rated higher on style and overall.

These results are roughly in line with the automatic metrics presented in Figure ⒊1.

However we also see several important trends which are not apparent from the automatic

evaluation. Although the video baseline achieves the highest semantic adequacy in the

human evaluation, its BLEU score is significantly lower than 16plays_36LM on the

Sparknotes data.⁵ It would appear that in this case BLEU is conflating semantic adequacy

with writing style. Although the paraphrases produced by the video baseline have high

semantic adequacy, their style tends to differ substantially from the reference translations

resulting in fewer ngram matches, and thus a lower BLEU score.

While existing evaluation metrics do seem useful for evaluating stylistic paraphrases,

they are not capable to separate the notion of writing style from semantic adequacy. This

motivated us to develop automatic evaluation metrics to distinguish between a system

which generates perfect paraphrases which do not match the target style of writing

versus a system which generates sentences in the correct style, but which convey different

meaning, which is subsequently presented in the Chapter 4.
⒌ Note that the BLEU score of 16plays_36LM is significantly lower when evaluated on the Enotes

data. This makes sense, because the 16 plays come from Sparknotes. This system is not trained on the 7
Enotes plays, whose modern translations tend to be slightly different in style.
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3.4 Translating Shakespeare’s Plays to Modern English

We also perform an evaluation on the task of automatically translating Shakespeare’s

plays into modern English. We make use of the same paraphrase systems previously

described, but swap the source and target languages. Additionally, each system makes

use of a language model constructed from the 16 modern translations, with Romeo and

Juliet held out for testing. 100 lines from Romeo and Juliet were automatically translated

into modern English using each system, and the aligned modern translations were used

as a reference when computing BLEU. The results of evaluating each of the automatic

evaluation metrics on this data are presented in Figure ⒊3 and average human judgments

are presented in Figure ⒊4.

Figure ⒊3: Automatic evaluation of paraphrasing Shakespeare’s plays into modern En-
glish comparing a system based on parallel text (16plays_16LM), a Dictionary baseline,
and a system trained on out of domain parallel monolingual text.

These results suggest that in comparison to the dictionary and video corpus baselines,

28



CHAPTER ⒊ SHAKESPEAREAN PARAPHRASING

semantic adequacy dissimilarity style overall
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Figure ⒊4: Average human judgments translating Shakespeare’s plays into modern En-
glish.

our system trained onmodern translations generates a large number of paraphrases which

match the target style. Note that the paraphrase system based on the out-of-domain

video corpus makes very few changes to the input, and thus achieves a very low PINC

score. This is due to the many out of vocabulary words in Shakespeare’s plays which

result in very few matching source phrases in the video baseline’s phrase table. Several

automatic paraphrases into modern English are presented in Table ⒊7.

3.5 Related Work

Much previous work has addressed the task of automatically generating paraphrases

(Bannard and Callison-Burch, 2005; Barzilay and Lee, 2003; Callison-Burch, 2008; Das

and Smith, 2009; Dolan et al., 2004; Kok and Brockett, 2010; Shinyama and Sekine,

2003). There is also a significant literature in sentence compression aimed at modeling
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Speaker Input Output
MERCUTIO i will bite thee by the ear for

that jest .
i ’ ll bite you by the ear for
that joke .

MONTAGUE what further woe conspires
against mine age ?

what ’ s true despair con-
spires against my old age ?

ROMEO how doth my lady ? how is my lady ?
FRIAR LAURENCE hast thou slain tybalt ? have you killed tybalt ?
NURSE an i might live to see thee

married once , i have my
wish .

if i could live to see you
married , i ’ ve my wish .

PRINCE benvolio , who began this
bloody fray ?

benvolio , who started this
bloody fight itself ?

JULIET what is your will ? what do you want ?
LADY CAPULET call her forth to me . bring her out to me .

Table ⒊7: Example modern paraphrases of lines from Romeo and Juliet generated using
our system.

the first of these, length: producing meaning-preserving alternations that reduce the

length of the input string (Chandrasekar et al., 1996; Clarke and Lapata, 2008; Cohn

and Lapata, 2009; Ganitkevitch et al., 2011; Vanderwende et al., 2007; Xu and Grishman,

2009; Yatskar et al., 2010). We are not aware, however, of any work that has addressed

the task of generating or evaluating paraphrases targeting a specific style of writing.

Perhaps most relevant, however, is recent work on automatic generation of rhyth-

mic poetry (Greene et al., 2010). This work focuses on automatically generating and

translating poetry in an appropriate meter (e.g. iambic pentameter) using finite-state

transducers, but does not investigate the task of paraphrase. Their generation system is

trained on Shakespeare’s sonnets, and they investigate the task of automatically translat-

ing Dante’s Divine Comedy from Italian to English. While our work does not address
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the issue of meter, it should be possible to combine our translation models with their

weighted finite state transducers to produce Shakespearean paraphrase models which

produce output in an appropriate meter.

We also note a very recent study that learns a machine translation system that accepts

hip hop lyric challenges and improvises rhyming responses (Wu et al., 2013).

Finally we highlight related work on authorship classification which can be seen as

detecting a specific style of writing (Gamon, 2004; Raghavan et al., 2010). This work has

not specifically addressed the task of automatically generating or evaluating paraphrases

in a specific style, however.

3.6 Conclusions

We have presented the first investigation into the task of automatic paraphrasing

while targeting a specific writing style. Using Shakespeare’s plays and their modern

translations as a testbed for this task, we developed a series of paraphrase systems tar-

geting Shakespearean English. We have shown that access to even a small amount of

parallel text produces paraphrase systems capable of generating a large number of stylis-

tically appropriate paraphrases while preserving the meaning of the input text. Our

paraphrase systems targeting Shakespearean English could be beneficial for educational

applications, for example helping to make Shakespeare’s work accessible to a broader

audience.

We also demonstrated that existing evaluation metrics developed in the Machine

Translation and Paraphrase communities are insufficient when the goal is to generate

paraphrases targeting a specific style. So in the next chapter, we propose a series of new
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metrics to measure how closely the generated paraphrases match the target writing style.
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Chapter 4

Automatic Metrics Evaluating Writing

Style

As we showed in the last chapter, while existing evaluation metrics are useful for

evaluating paraphrases, they cannot differentiate stylistic similarity from semantic equiv-

alence and thus give an incomplete picture of system performance when the task is to

generate paraphrases targeting a specific style. To help address this issue we propose

three new automatic evaluation metrics whose goal is to measure the degree to which

automatic paraphrases match the target style. These metrics assume existence of large

corpora in both the source and target style, but do not require access to any parallel

text, or human judgments. We present a preliminary evaluation of the proposed met-

rics by measuring their correlation with human judgments, but it should be emphasized

that we are only evaluating these metrics with respect to two specific styles of writing,

Shakespearean vs. contemporary Standard English. We are optimistic that these results

will generalize across writing styles, however, since they are based entirely on ngram
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statistics.

4.1 Cosine Similarity Style Metric

As a first approach to automatic evaluation of writing style, we present a vector-

space model of similarity between the system output and a large corpus of text in both

the source and target style. The intuition behind this metric is that a large ngram overlap

between the system’s output and a corpus of text in the target style should indicate that

the output is likely to be stylistically appropriate.

More concretely, we extract ngrams from both the source and target corpus which

are represented as binary vectors s⃗, and t⃗; similarly the output sentence is represented

using a vector of ngrams o⃗. The proposed metric is the normalized cosine similarity

between the source and target corpora:

SCosine(o⃗) =

o⃗·⃗t
∥o⃗∥×∥t⃗∥

o⃗·⃗t
∥o⃗∥×∥t⃗∥ +

o⃗·s⃗
∥o⃗∥×∥s⃗∥

4.2 Language Model Style Metric

Another approach is to build a language model from a corpus of text in the target

style and a background language model from text outside the style, then apply Bayes’

rule to estimate the posterior probability that a sentence was generated from the target
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language model¹:

P (style = target|sentence) =
PLM(sentence|target)P (target)

P (sentence)

=
PLM(sentence|target)× 0.5

PLM(sentence|target)× 0.5 + PLM(sentence|source)× 0.5

=
PLM(sentence|target)

PLM(sentence|target) + PLM(sentence|source)

4.3 Logistic Regression Style Metric

We also consider an approach tomeasuring style which is based on logistic regression.

Here the idea is to estimate the probability that each sentence belongs to the target style

based on the ngrams it contains, using two large corpora in the target and source styles

to learn parameters of a logistic regression model.

The probability that a sentence belongs to the target style is estimated as follows:

P (style = target|sentence) = 1

1 + e−(θ⃗·
⃗f(sentence))

Where ⃗f(sentence) is a vector of ngrams contained by the sentence, and θ⃗ is a vector of

weights corresponding to each possible ngram.

The parameters, θ⃗, are optimized to maximize conditional likelihood on the source

and target corpus, where the assumption is that the target corpus is in the target style,

whereas the source corpus is not.²
⒈ Here we assume an uninformative prior, that is P (source) = P (target) = 0.5.
⒉ Parameters were optimized using MEGAM http://www.cs.utah.edu/~hal/megam/.
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4.4 Evaluation

We conduct our experiments on the same data described in §⒊⒈1, which includes 36

Shakespeare’s plays and modern translations of 17 plays from http://nfs.sparknotes.com.

For the language model style metric, we use the interpolated back-off trigram language

model, which is also described in details in §⒊⒈1,

4.4.1 Measuring Shakespearean Style

We first evaluate on the task of paraphrasing while targeting the Shakespearean style.

We trained the logistic regression, language model and cosine similarity evaluation met-

rics using the original Shakespeare plays and modern translations as the source and target

corpus respectively, then measured Pearson’s Correlation Coefficient between the auto-

matic evaluation metrics and human judgments on the 100 seperate lines of Romeo and

Juliet described in §⒊3. These results are reported in table ⒋1.

ρ (Annotator 1) ρ (Annotator 2)
semantic adequacy BLEU 0.35 0.31
dissimilarity PINC 0.78 0.82
style BLEU 0.07 0.06
style PINC 0.20 0.45
style Cosine 0.37 0.41
style LM 0.46 0.51
style Logistic regression 0.47 0.47

Table ⒋1: Correlation between various human judgments and automatic evaluation met-
rics. Pearson’s correlation coefficient is displayed between the automatic metrics and
human judgments from each annotator.

As can be seen in table ⒋1, the correlation between semantic adequacy and BLEU

36

http://nfs.sparknotes.com


CHAPTER ⒋ AUTOMATIC METRICS EVALUATING WRITING STYLE

appears smaller than that reported in previous work (Chen and Dolan, 2011). Presumably

this is due to the conflation of stylistic differences and semantic adequacy discussed in

§⒊3. However it also appears that the correlation between BLEU and human style

judgments is too low to be of practical use for evaluating style.

PINC, on the other hand has high correlation with judgments on dissimilarity, and

is also correlated with human style judgments. We believe PINC has correlation with

writing style, because the systems we are evaluating all target Shakespearean English, so

whenever changes are made to the input, they are likely to make it similar to the target

style. Although PINC has relatively high correlation with human judgments, it is likely

not a very useful measure of writing style in practice. For example, consider a paraphrase

system which makes many changes to the input and thus gets a high PINC score, but

targets a completely different writing style.

Both the language model and logistic regression style metrics achieve the highest

overall correlation with human writing style judgments, achieving comparable perfor-

mance.

We note that overall the automatic metrics (Figure ⒋1) tend to agree with human

judgments (Figure ⒊2).³

4.4.2 Measuring Modern Prose

Similarly, we perform an evaluation on the opposite direction on the same 100 lines

from Romeo and Juliet, automatically transforming Shakespeare’s plays into modern En-

glish.
⒊ Although the automatic style metrics rate the dictionary system higher than the video corpus

baseline, both systems have very comparable style scores in the automatic and human evaluations.
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Figure ⒋1: Automatic stylistic evaluation comparing the three systems that paraphrase
into Shakespearean style.

The results of evaluating each of the automatic evaluation metrics on this data are

presented in Figure ⒋2 and tend to agree with human judgements as displayed in Figure

⒊4. The correlation of the automatic metrics with human judgments are presented in

Table ⒋2.

ρ (Annotator 1)
semantic adequacy BLEU 0.27
dissimilarity PINC 0.79
style BLEU 0.12
style PINC 0.41
style Cosine 0.37
style LM 0.45
style Logistic regression 0.46

Table ⒋2: Correlation between human judgments and automatic evaluation metrics
when paraphrasing Shakespeare’s plays into modern prose.
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Figure ⒋2: Automatic evaluation of paraphrasing Shakespeare’s plays into modern En-
glish

4.5 Conclusions

We introduced three new metrics for evaluating writing style, one based on cosine

similarity, one based on language models, and the third based on logistic regression. We

measured correlation between automatic metrics and human judgments, and showed that

our new metrics have better correlation with human judgments than existing metrics in

the context of our task. While this evaluation is limited to one specific style of writing,

we are optimistic that these or similar metrics will also perform well when evaluating

paraphrase systems targeting other writing styles.
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Chapter 5

Automatically Gathering and

Generating Paraphrases from Twitter

Encouraged by our earlier success on paraphrasing historic English, we turn to the

most up-to-date language variation, the Internet language. With hundreds of millions of

users freely publishing their own content, social media services (e.g. Facebook, Twitter)

provide a massive amount of valuable information as well as a vast diversity of linguistic

expression, including the newly invented words and phrasing.

Learning paraphrases from Twitter posts (i.e. tweets) could be especially beneficial.

First, the high level of information redundancy in Twitter provides a good opportunity

to collect many different expressions. Second, tweets contain many kinds of paraphrases

not available elsewhere including typos, abbreviations, ungrammatical expressions and

slang, which can be particularly valuable for many applications, such as phrase-based text

normalization (Kaufmann and Kalita, 2010) and correction of writing mistakes (Gamon

et al., 2008), given the difficulty of acquiring annotated data. Paraphrase models that
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are derived from microblog data could be useful to improve other NLP tasks on noisy

user-generated text and help users to interpret a large range of up-to-date abbreviations

(e.g. dlt → Doritos Locos Taco) and native expressions (e.g. oh my god → {oh my

goodness | oh my gosh | oh my gawd | oh my jesus}) etc.

We present the first investigation into automatically collecting a large paraphrase

corpus of tweets, which can be used for building paraphrase systems adapted to Twitter

using techniques from statistical machine translation (SMT) (Xu et al., 2013c). We show

experimental results demonstrating the benefits of an in-domain¹ parallel corpus when

paraphrasing tweets. In addition, our paraphrase models can be applied to the task of

normalizing noisy text where we show improvements over the state-of-the-art.

Relevant previous work has extracted sentence-level paraphrases from news corpora

(Barzilay and Lee, 2003; Dolan et al., 2004; Quirk et al., 2004). Paraphrases gathered

from noisy user-generated text on Twitter have unique characteristics which make this

comparable corpus a valuable new resource for mining sentence-level paraphrases. Twit-

ter also has much less context than news articles and much more diverse content, thus

posing new challenges to control the errors in mining paraphrases while retaining the

desired superficial dissimilarity.

5.1 Gathering A Parallel Tweet Corpus

There is a huge amount of redundant information on Twitter. When significant

events take place in the world, many people go to Twitter to share, comment and dis-
⒈ In this chapter, the data derived from Twitter is considered in-domain; while other datasets, e.g.

news and video descriptions, are out-of-domain.
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cuss them. Among tweets on the same topic, many will convey similar meaning using

widely divergent expressions. Whereas researchers have exploited multiple news reports

about the same event for paraphrase acquisition (Dolan et al., 2004), Twitter contains

more variety in terms of both language forms and types of events, and requires different

treatment due to its unique characteristics.

As described in §⒌⒈1, our approach first identifies tweets which refer to the same

popular event as those which mention a unique named entity and date, then aligns tweets

within each event to construct a parallel corpus. To generate paraphrases, we apply a

typical phrase-based statistical MT pipeline, performing word alignment on the parallel

data using GIZA++ (Och and Ney, 2003), then extracting phrase pairs and performing

decoding uses Moses (Koehn et al., 2007).

5.1.1 Extracting Events from Tweets

As a first step towards extracting paraphrases from popular events discussed on Twit-

ter, we need a way to identify Tweets which mention the same event. To do this we follow

previous work by Ritter et al. (2012), extracting named entities and resolving temporal

expressions (for example “tomorrow” or “on Wednesday”). Because tweets are com-

pact and self-contained, those which mention the same named entity and date are likely

to reference the same event. We also employ a statistical significance test to measure

strength of association between each named entity and date, and thereby identify im-

portant events discussed widely among users with a specific focus, such as the release

of a new iPhone, as opposed to individual users discussing everyday events involving

their phones. By gathering tweets based on popular real-world events, we can efficiently
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extract pairwise paraphrases within a small group of closely related tweets, rather than

exploring every pair of tweets in a large corpus. By discarding frequent but insignificant

events, such as “I like my iPhone” and “I like broke my iPhone”, we can reduce noise

and encourage diversity of paraphrases by requiring less lexical overlap. Example events

identified using this procedure are presented in Table ⒌1.

Entity/Date Example Tweets
Vote for Obama on November 6th!

Obama 11/6/2012 OBAMA is #winning his 2nd term on November 6th
20⒓
November 6th we will re-elect Obama‼
Bought movie tickets to see James Bond tomorrow. I’m
a big #007 fan!

James Bond 11/9/2012 Who wants to go with me and see that new James Bond
movie tomorrow?
I wanna go see James Bond tomorrow
North Korea Announces December 29 Launch Date
for Rocket

North Korea 12/29/2012 Pyongyang reschedules launch to December 29 due to
’technical deficiency’
North Korea to extend rocket launch period to Decem-
ber 29

Table ⒌1: Example tweets taken from automatically identified significant events ex-
tracted from Twitter. Because many users express similar information when mentioning
these events, there are many opportunities for paraphrase.

5.1.2 Extracting Paraphrases Within Events

Twitter users are likely to express the same meaning in relation to an important event,

however not every pair of tweets mentioning the same event will have the same meaning.

People may have opposite opinions and complicated events such as presidential elections
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can have many aspects. To build a useful monolingual paraphrase corpus, we need some

additional filtering to prevent unrelated sentence pairs.

If two tweets mention the same event and also share many words in common, they

are very likely to be paraphrases. We use the Jaccard distance metric (Jaccard, 1912) to

identify pairs of sentences within an event that are similar at the lexical level. Since tweets

are extremely short with little context and include a broad range of topics, using only

surface similarity is prone to unrelated sentence pairs. The average sentence length is

only⒒9 words in our Twitter corpus, compared to⒙6 words in newswire (Dolan et al.,

2004) which also contains additional document-level information. Even after filtering

tweets with both their event cluster and lexical overlap, some unrelated sentence pairs

remain in the parallel corpus. For example, names of two separate music venues in the

same city might be mismatched together if they happen to have concerts on the same

night that people tweeted using a canonical phrasing like “I am going to a concert at

in Austin tonight”.

In addition to filtering out weakly associated sentence pairs, we also found it bene-

ficial to perform additional filtering on the learned phrase translation table. We prune

out unlikely phrase pairs using a technique proposed by Johnson et al. (2007) with

their recommended setting, which is based on the significance testing of phrase pair co-

occurrence in the parallel corpus (Moore, 2004). Based on the fact that each phrase is

naturally equivalent in semantics to itself, we further prevent unreasonable translations

by adding additional entries to the phrase table to ensure every phrase has an option to

remain unchanged during paraphrasing.
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5.2 Paraphrasing Tweets for Normalization

Paraphrase models built from grammatical text are not appropriate for the task of

normalizing noisy text. However, the unique characteristics of the Twitter data allow our

paraphrase models to include both normal and noisy language and consequently trans-

late between them. Our models have a tendency to normalize because correct spellings

and grammar appear more frequently than incorrect ones,² but there is still danger of

introducing noise. For the purposes of normalization, we therefore biased our models

using a language model built using text taken from the New York Times which is used

to represent grammatical English.

Previous work on microblog normalization is mostly limited to word-level adaptation

or out-of-domain annotated data. Our phrase-based models fill the gap left by previous

studies by exploiting a large, automatically curated, in-domain paraphrase corpus.

Lexical normalization (Han and Baldwin, 2011) only considers transforming an out-

of-vocabulary (OOV) word to its standard form, i.e. in-vocabulary (IV) word. Beyond

word-to-word conversions, our phrase-based model is also able to handle the following

types of errors without requiring any annotated data:

Error type Ill form Standard form

1-to-many everytime every time

incorrect IVs can’t want for can’t wait for

grammar I’m going a movie I’m going to a movie

ambiguities 4 4 / 4th / for / four
⒉ Even though misspellings and grammatical errors are quite common, there is much more variety

and less agreement.
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Kaufmann and Kalita (2010) explored machine translation techniques for the nor-

malization task using an SMS corpus which was manually annotated with grammatical

paraphrases. Microblogs, however, contain a much broader range of content than SMS

and have no in-domain annotated data available. In addition, the ability to gather para-

phrases automatically opens up the possibility to build normalization models from orders

of magnitude more data, and also to produce up-to-date normalization models which

capture new abbreviations and slang as they are invented.

5.3 Experiments

We evaluate our system and several baselines at the task of paraphrasing Tweets using

previously developed automatic evaluation metrics which have been shown to have high

correlation with human judgments (Chen and Dolan, 2011). In addition, because no

previous work has evaluated these metrics in the context of noisy Twitter data, we perform

a human evaluation in which annotators are asked to choose which system generates the

best paraphrase. Finally we evaluate our phrase-based normalization system against a

state-of-the-art word-based normalizer developed for Twitter (Han et al., 2012).

5.3.1 Paraphrasing Tweets

5.3.1.1 Data

Our paraphrase dataset is distilled from a large corpus of tweets gathered over a one-

year period spanning November 2011 to October 2012 using the Twitter Streaming API.

Following Ritter et al. (2012), we grouped together all tweets which mention the same
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Input Output
Hostess is going outta biz hostess is going out of business
REPUBLICAN IMMIGRATION
REFORM IS A THING NOW

gop imigration law is a thing now

FreedomWriters will always be one of
my fav movies

freedom writers will forever be one of
my favorite movies

sources confirm that Phil Jackson has
cancelled all weekend plans and up-
coming guest appearances, will meet
with LAL front office

source confirms that phil jackson has
canceled all weekend plans , upcomin
guest appearances and will meet with
lakers front office

Table ⒌2: Example paraphrases generated by our system on the test data.

named entity (recognized using a Twitter specific named entity tagger³) and a reference

to the same unique calendar date (resolved using a temporal expression processor (Mani

and Wilson, 2000)). Then we applied a statistical significance test, the G2 test (Moore,

2004), to rank the events, which considers the corpus frequency of the named entity,

the number of times the date has been mentioned, and the number of tweets which

mention both together. Altogether we collected more than 3 million tweets from the

50 top events of each day according to the p-value from the statistical test, with an

average of 229 tweets per event cluster.

Each of these tweets was passed through a Twitter tokenizer⁴ and a simple sentence

splitter, which also removes emoticons, URLs, usernames and most of the hashtags and

usernames. Hashtags and usernames that were in the middle of sentences and might

be part of the text were kept. Within each event cluster, redundant and short sentences

(less than 3 words) were filtered out, and the remaining sentences were paired together if
⒊ https://github.com/aritter/twitter_nlp
⒋ https://github.com/brendano/tweetmotif
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their Jaccard similarity was not less than 0.⒌ This resulted in a parallel corpus consisting

of 4,008,946 sentence pairs with 800,728 unique sentences.

We then trained paraphrase models by applying a typical phrase-based statistical

MT pipeline on the parallel data, which uses GIZA++ for word alignment and Moses

for extracting phrase pairs, training and decoding. We use a language model trained on

the 3 million collected tweets in the decoding process. The parameters are tuned over a

small set of development data.

Sentence alignment in comparable corpora is more difficult than between direct

translations (Moore, 2002), and Twitter’s noisy style, short context and broad range of

content present additional complications. Our automatically constructed parallel corpus

contains some proportion of unrelated sentence pairs and therefore does result in some

unreasonable paraphrases. We reduce this noise by pruning out unlikely phrase pairs

as suggested for statistical MT by Johnson et al. (2007). We further prevent unreason-

able translations by adding additional entries to the phrase table to ensure every phrase

has an option to remain unchanged during paraphrasing and normalization. Without

these noise reduction steps, our system will produce paraphrases with serious errors (e.g.

change a person’s last name) for 100 out of 200 test tweets in the evaluation in §⒌⒊⒈5.

In the meantime, it is also important to promote lexical dissimilarity in the paraphrase

task. Following Ritter et al. (2011a) we add a lexical similarity penalty to each phrase pair

in our system, in addition to the four basic components (translation model, distortion

model, language model and word penalty) in SMT.
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5.3.1.2 Evaluation Details

The beauty of the lexical similarity penalty is that it gives control over the degree of

paraphrasing by adjusting its weight versus the other components. Thus we can plot a

BLEU-PINC curve to express the tradeoff between semantic adequacy and lexical dis-

similarity with the input, where BLUE (Papineni et al., 2002) and PINC (Chen and

Dolan, 2011) are previously proposed automatic evaluation metrics to measure respec-

tively the two criteria of paraphrase quality.

To compute these automatic evaluation metrics, we manually prepared a dataset of

gold paraphrases by tracking the trending topics on Twitter⁵ and gathering groups of

paraphrases in November 20⒓ In total 20 sets of sentences were collected and each

set contains 5 different sentences that express the same meaning. Each sentence is used

once as input while the other 4 sentences in the same set serve as reference translations

for automatic evaluation of semantic adequacy using BLEU.

5.3.1.3 Baselines

We consider two state-of-the-art paraphrase systems as baselines, both of which are

trained on parallel corpora of aligned sentences. The first one is trained on a large-scale

corpus gathered by asking users of Amazon’s Mechanical Turk Service (Snow et al., 2008)

to write a one-sentence description of a short video clip (Chen and Dolan, 2011). We

combined a phrase table and distortion table extracted from this parallel corpus with

the same Twitter language model, applying the Moses decoder to generate paraphrases.

The additional noise removal steps described in §⒌⒊⒈1 were found helpful for this
⒌ https://support.twitter.com/articles/101125-faqs-about-twitter-s-trends
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model during development and were therefore applied. The second baseline uses the

Microsoft Research paraphrase tables that are automatically extracted from news articles

in combination with the Twitter language model.⁶

5.3.1.4 Results

Figure ⒌1 compares our system against both baselines, varying the lexical similarity

penalty for each system to generate BLEU-PINC curves. Our system trained on auto-

matically gathered in-domain Twitter paraphrases achieves higher BLEU at equivalent

PINC for the entire length of the curves. Table ⒌2 shows some sample outputs of our

system on real Twitter data.
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Figure ⒌1: Results from automatic paraphrase evaluation. PINC measures n-gram dis-
similarity from the source sentence, whereas BLEU roughly measures n-gram similarity
to the reference paraphrases.

⒍ No distortion table or noisy removal process is applied because the parallel corpus is not available.
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One novel feature of our approach, compared to previous work on paraphrasing, is

that it captures many slang terms, acronyms, abbreviations and misspellings that are

otherwise hard to learn. Several examples are shown in table ⒌3. The rich semantic

redundancy in Twitter help generate a large variety of typical paraphrases as well (see an

example in table ⒌4).

Input Top-ranked Outputs
amped pumped
lemme kno let me know
bb bigbang, big brother
snl nbcsnl, saturday night live
apply 4 tix apply for tickets, ask for tickets, applying for tickets
the boys one direction (a band, whose members are often referred as “the

boys”), they, the boy, the gys, the lads, my boys, the direction
(can be used to refer to the band “one direction”), the onedirec-
tion, our boys, our guys

oh my god oh my gosh, omfg, thank the lord, omg, oh my lord, thank you
god, oh my jesus, oh god

can’t wait cant wait, cant wait, cannot wait, i cannot wait, so excited, cnt
wait, i have to wait, i can’wait, ready, so ready, so pumped, seri-
ously can’wait, really can’t wait

Table ⒌3: Example paraphrases of noisy phrases and slang commonly found on Twitter

5.3.1.5 Human Evaluation

In addition to automatic evaluation, we also performed a human evaluation in which

annotators were asked to pick which system generated the best paraphrase. We used

the same dataset of 200 tweets gathered for the automatic evaluation and generated

paraphrases using the 3 systems in Figure ⒌1 with the highest BLEU which achieve

a PINC of at least 40. The human annotators were then asked to pick which of the 3
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Input Top-ranked Outputs
who want to
get a beer

wants to get a beer, so who wants to get a beer, who wants to
go get a beer, who wants to get beer, who want to get a beer,
trying to get a beer, who wants to buy a beer, who wants to get
a drink, who wants to get a rootbeer, who trying to get a beer,
who wants to have a beer, who wants to order a beer, i want to
get a beer, who wants to get me a beer, who else wants to get
a beer, who wants to win a beer, anyone wants to get a beer,
who wanted to get a beer, who wants to a beer, someone to get
a beer, who wants to receive a beer, someone wants to get a beer

Table ⒌4: Example paraphrases of a given sentence “who want to get a beer”

systems generated the best paraphrase using the criteria that it should be both different

from the original and also capture as much of the original meaning as possible. The

annotators were asked to abstain from picking one as the best in cases where there were

no changes to the input, or where the resulting paraphrases totally lost the meaning.

Figure ⒌2 displays the number of times each annotator picked each system’s output

as the best. Annotator 2 was somewhat more conservative than annotator 1, choosing to

abstain more frequently and leading to lower overall frequencies, however in both cases

we see a clear advantage from paraphrasing using in-domain models. As a measure of

inter-rater agreement, we computed Cohen’s Kappa between the annotators’ judgment

as to whether the Twitter-trained system’s output the best. The value of Cohen’s Kappa

in this case was 0.52⒌

5.3.2 Phrase-Based Normalization

Because Twitter contains both normal and noisy language, with appropriate tuning,

our models have the capability to translate between these two styles, e.g. paraphras-
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Figure ⒌2: Results of human evaluation on paraphrasing Tweets.

ing into noisy style or normalizing into standard language. Here we demonstrate its

capability to normalize tweets at the sentence-level.

5.3.2.1 Baselines

Much effort has been devoted recently to developing normalization dictionaries for

Microblogs. One of the most competitive dictionaries available today is HB-dict+GHM-

dict+S-dict used by Han et al. (2012), which combines a manually-constructed Internet

slang dictionary , a small (Gouws et al., 2011) and a large automatically-derived dic-

tionary based on distributional and string similarity. We evaluate two baselines using

this large dictionary consisting of 41181 words; following Han et al. (2012), one is a

simple dictionary look up. The other baseline uses the machinery of statistical machine

translation, using this dictionary as a phrase table in combination with Twitter and NYT
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language models.

5.3.2.2 System Details

Our base normalization system is the same as the paraphrase model described in

§⒌⒊⒈1, except that the distortion model is turned off to exclude reordering. We tuned

the system towards correct spelling and grammar by adding a language model built from

all New York Times articles written in 200⒏ We also filtered out the phrase pairs which

map from in-vocabulary to out-of-vocabulary words. In addition, we integrated the

dictionaries by linear combination to increase the coverage of the phrase-based SMT

model (Bisazza et al., 2011).

5.3.2.3 Evaluation Details

We adopt the normalization dataset developed by Han and Baldwin (2011), which

includes 549 random sampled English tweets. This dataset was initially annotated for

the token-level normalization task: only words, that are outside a predefined vocabulary

and determined by annotators as ill-formed, are one-to-one mapped to their standard

forms. We augmented with sentence-level annotations, as shown in Table ⒌5, to better

fit the real practices of noisy text normalization.

5.3.2.4 Results

Normalization results are presented in figure ⒌6. Using only our phrase table ex-

tracted from Twitter events we achieve poorer performance than the state-of-the-art

dictionary baseline, however we find that by combining the normalization dictionary of
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Original Tweet oh alright alright i’ll hit u up later cause im
bout to get off

Token-level Annotation
(Han and Baldwin, 2011)

oh alright alright i’ll hit you up later cause i’m
bout to get off

Sentence-level Annotation
(This Work)

oh alright alright i’ll hit you up later because
i’m about to get off

Original Tweet hehe its ok ! tty tomorrow xx byeee
Token-level Annotation
(Han and Baldwin, 2011)

hehe its ok ! tty tomorrow xx bye

Sentence-level Annotation
(This Work)

hehe it is ok ! talk to you tomorrow xx bye

Table ⒌5: Examples from the Twitter normalization dataset

BLEU PINC
No-Change 60.00 0.0
SMT+TwitterLM 6⒉54 ⒌78
SMT+TwitterNYTLM 6⒌72 ⒐23
Dictionary 7⒌07 2⒉10
Dicionary+TwitterNYTLM 7⒌12 ⒛26
SMT+Dictionary+TwitterNYTLM 7⒎44 2⒌33

Table ⒌6: Normalization performance

Han et al. (2012) with our automatically constructed phrase-table we are able to combine

the high coverage of the normalization dictionary with the ability to perform phrase-

level normalizations (e.g. “outta”→ “out of ” and examples in §⒌2) achieving both higher

PINC and BLEU than the systems which rely exclusively on word-level mappings. Our

phrase table also contains many words that are not covered by the dictionary (e.g. “pts”

→ “points”, “noms” → “nominations”).
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5.4 Conclusions

We have presented the first approach to gathering parallel monolingual text from

Twitter, and built the first in-domain models for paraphrasing tweets. By paraphrasing

using models trained on in-domain data we showed significant performance improve-

ments over state-of-the-art out-of-domain paraphrase systems as demonstrated through

automatic and human evaluations. We showed that because tweets include both normal

and noisy language, paraphrase systems built from Twitter can be fruitfully applied to

the task of normalizing noisy text, covering phrase-based normalizations not handled by

previous dictionary-based normalization systems.
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Chapter 6

Twitter Paraphrase Collection via

Crowdsourcing

We have demonstrated the feasibility and utility of paraphrasing two distinct varia-

tions of English, i.e. the historic Shakespearean and the still-evolving Internet language.

We learned paraphrase models in both domains by applying statistical phrase-based ma-

chine translation techniques on parallel text. Yet these two domains are very different

in the way that parallel data can be derived.

William Shakespeare, as one of the most productive and most studied writers who

ever lived, has developed a considerable amount of text in a consistent style, which are

also translated into modern English by experts. In contrast, the Internet texts are spon-

taneously generated by hundreds of millions of individual users, which makes it more

difficult to mine parallel texts. In the previous chapter we presented a solution using

event extraction techniques and filtering mechanisms to find parallel sentences in Twitter.

While this fully automated procedure can produce paraphrase corpus in large quantity,
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it is limited by the coverage and accuracy of the event extraction components. Here

we investigate alternative ways of collecting paraphrase data from Twitter by leveraging

crowdsourcing.

In this chapter, we present a crowdsourcing approach to obtain good quality datasets

that contain representative examples of both paraphrases and non-paraphrases in Twit-

ter. Several data filtering and selection methods are experimented with to improve the

efficiency of data collection by crowdsourcing. We also demonstrate the utility of these

data for training and evaluating paraphrase identification systems in the social media

domain, and show some useful insights with regard to the opportunities and challenges

of paraphrases in colloquial language for future study.

6.1 Raw Data from Twitter

We crawled the trending topics and their tweets from Twitter. Trends on Twitter

are determined by an undisclosed algorithm which identifies topics that are immediately

popular, rather than topics that have been popular for a while or on a daily basis¹. We

then split each tweet into sentences, and collapsed very redundant sentences under each

topic (e.g. sentences which only differ by punctuation).

6.2 Task Design on Mechanical Turk

We convert the task of finding sentential paraphrases from the Twitter trends into

a simple and efficient task on Amazon Mechanical Turk. We showed the annotator
⒈ https://support.twitter.com/articles/101125-faq-about-trends-on-twitter
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Figure ⒍1: A screenshot of our annotation task as it was deployed on Amazon’s Me-
chanical Turk

an original sentence, then ask them to pick sentences with the same meaning from 10

candidate sentences. For each of such 1vs10 questions, we obtained binary judgements of

10 sentence pairs from 5 different annotators, paying each annotator $0.02 per question.

A screen shot of our annotation task is shown in Figure ⒍1. On average, each question

takes an annotator about 30 – 45 seconds to answer.
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6.3 Annotation Quality

We evaluate the quality of annotators by computing each of their Cohen’s Kappa score

(Artstein and Poesio, 2008) against the majority vote among the other 4 annotations,

excluding those cases of a tie. We block those annotators of poor quality on Amazon’s

Mechanical Turk². Despite the difficulty to precisely define paraphrase (Ho et al., 2012)

or similar meaning, the inter-rater reliability of Fleiss’ Kappa (Joseph, 1971) among

annotators is about 0.40, indicating “moderate agreement” (Landis and Koch, 1977).

To assess the reliability of the paraphrase annotation procedure, we conducted an

agreement study with an expert annotator, using 971 randomly chosen sentence pairs

across 40 trending topics. In our expert annotation, we adapted a fine-grained Likert

scale ranging from 0 to 5 to measure the semantic similarity between sentences, which

is defined by Agirre et al. (2012) as follows:

5 - Completely equivalent, as they mean the same thing;

4 - Mostly equivalent, but some unimportant details differ;

3 - Roughly equivalent, but some important information differs/missing.

2 - Not equivalent, but share some details;

1 - Not equivalent, but are on the same topic;

0 - On different topics.

Note that the annotation we obtained through crowdsourcing is also on a scale from

0 to 5, in terms of the number of annotators that identify a given sentence pair as having
⒉ During the entire annotation process, we detected two problematic workers.
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Figure ⒍2: A heat-map showing overlap between expert and crowdsourcing annotation.
Note that the two annotation scales are defined differently.

similar meaning. Although the two scales of expert and crowdsourcing annotation are

defined differently, their Pearson correlation coefficient reaches 0.735 (two-tailed signif-

icance 0.001). Figure ⒍2 shows a heat-map representing the detailed overlap between

the two annotations. The intensity along the diagonal reflects good reliability of crowd-

sourcing workers for this particular task; and the shift above the diagonal presents the

difference between the two annotation metrics, e.g. 0,1,2 in expert annotation all mean

non-paraphrase, while for crowdsourcing the numbers indicate how many annotators

out of 5 picked the sentence pair as paraphrases.

61



CHAPTER ⒍ TWITTER PARAPHRASE COLLECTION VIA
CROWDSOURCING
6.4 Selecting Sentences for Efficient Annotation

Since Twitter users are free to talk about anything regarding any topic, a random

pair of sentences about the same topic has a low chance to express the same meaning.

The small proportion of paraphrases causes two problems: 1) it gets too expensive to

obtain paraphrases via manual annotation; 2) non-expert annotators tend to loosen the

criteria and more likely make false positive errors. We need some filtering mechanism

that promotes sentences which are more likely to be paraphrases to annotators, while

preserving diversity and representativeness.

6.4.1 Automatic Summarization Inspired Filtering

Our inspiration comes from a typical problem in extractive summarization of mul-

tiple documents (Li et al., 2006; Nenkova and Vanderwende, 2005) or tweets (Xu et al.,

2013a), that the salient sentences are likely to share redundant information. We utilize

the scoring method used in SumBasic (Nenkova and Vanderwende, 2005; Vanderwende

et al., 2007), a simple but strong summarization system, to sort sentences by salience.

For each topic, SumBasic first computes the probability of each word by simply counting

its frequency in all the sentences. Each sentence is scored as the average of the proba-

bilities of the words in it. Unlike SumBasic, we do not take further steps to eliminate

redundancy. This scoring schema prefers sentences with more frequent words, which

means less specific and more common information and thus higher possibility of para-

phrases. We select the original sentence randomly from the most (top 10%) salient

sentences and candidate sentences from medium (top 50%) salient sentences to present
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Figure ⒍3: The proportion of paraphrases (percentage of positive votes from annotators)
vary across different topics

6.4.2 Filtering vs. Random Selecting Experiment

In a trial experiment of 20 topics, with filtering, the number of sentence pairs labeled

as paraphrases by the majority of annotators (>= 3 annotators out of 5) is twice more than

random selection, increasing from 152 to 329 out of 2000 pairs (Figure ⒍3 and Figure

⒍4). We also use PINC (Chen and Dolan, 2011) to measure the quality of paraphrases

collected according to n-gram dissimilarity. As shown in Figure ⒍5, both the filtered

and random paraphrases collected from Twitter have very high PINC scores, exhibiting

significant rewording.
⒊ Due to limited budget and low proportion of paraphrases, we are unable to collect enough (es-

timated 4000 questions, $0.125/question) data to optimize the two thresholds. (*need to revise this
sentence)
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Figure ⒍5: PINC scores of paraphrases col-
lected

6.5 Selecting Topics for Efficient Annotation

As shown in Figure ⒍3, the number of paraphrases varies greatly from topic to topic

and thus the chance to encounter paraphrases during annotation. It arises the exploration

versus exploitation dilemma for annotation strategy, i.e. the search for a balance between

exploring the topics to find a profitable topic to annotate while annotating the empirically

best topic (most paraphrases) as often as possible. This can be viewed as a Multi-Armed

Bandit (MAB) (Robbins, 1985) problem.

6.5.1 Effective Crowdsourcing using Multi-Armed Bandits

The task of selecting topics in Twitter for more efficient paraphrase annotation can

be formalized as a Multi-Armed Bandit problem with the following constraints:
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– Infinite Arms: unlimited trending topics on Twitter;

– Budgeted (Finite Horizon): limited budget, uniform cost for each pull;

– Bounded: only a small number of paraphrases are needed from each topic for

diversity.

The MABmodel consists of a slot machine with unlimited numbers of arms (topics),

denoted by a1, a2, . . . , a∞ . At each time step t, an agent chooses a bag S(t) of arms to

pull (annotate). By pulling arm ai, the agent has to pay a uniform pulling cost and receive

a non-negative reward (number of paraphrases) drawn from a distribution associated with

that specific arm. The agent has a cost budget to pull at most B times during the entire

annotation process. We also have the constraint that the agent cannot pull each arm

more than l times in total. We use µi to denote the mean value of the rewards that the

agent receives from pulling arm ai. The agent has no initial knowledge of the reward

of each arm and has to pull the arms to learn about them. The goal of the agent is

to maximize the sum of rewards it earns from pulling the arms of the machine, with

respect to the budget B.

6.5.2 Bounded ϵ-first Algorithm for MAB with Infinite Arms

Given µi are unknown a priori, the agent has to explore these values by pulling a

particular arm in order to estimate its expected reward value. In contrast, the agent

also need to exploit the best arm (based on previous observation) to maximize the total

reward. The most related work is by Tran-Thanh et al. (2012) presenting a greedy

strategy, called bounded ϵ-first for their budgeted bounded MAB problem, which has
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a small number of arms. We modified their algorithm to accommodate our task with an

infinite number of arms:

Our strategy consists of two phases. In the first exploration phase t0, we dedicate an

ϵ portion of budget B to estimate the expected reward values of the arms. We randomly

select ⌈ ϵB
m
⌉ arms and pull each m times (except the last arm). After this exploration

phase, we update the estimated reward µ̂i(t0) for each arm pulled by taking the average

of received reward (percentage of paraphrases identified by annotators) from arm ai. In

the second exploitation phase t1, our goal is to maximize the reward by selecting from

the explored arms to pull:

max
∑

j∈{i|ri(t0)>0}

µ̂i(t0)ri(t1)

s.t.
∑

j∈{i|ri(t1)>0}

ri(t0) ≤ (1− ϵ)B, ∀i : 0 ≤ ri(t1) ≤ l − ri(t0).

(⒍1)

where ri(t1) denotes the times of arm ai is chosen to be pulled at the exploitation phase

t1. We exploit a simple yet efficient approximation method (Kellerer et al., 2004) to

solve this problem. We sort all the arms in an non-decreasing order according to µ̂i(t0),

and we sequentially pull ⌈ (1−ϵ)B
l−m

⌉ arms that have the highest estimated rewards until

reaching l times including the pulls in the exploration phase (except the last arm).

6.5.3 Simulation and Real-world Experiments

To analyze the behavior of the proposed algorithm and optimize the parameters, we

artificially expand a small amount of real annotation data over 40 topics by duplicating,

and then conduct simulation experiments on the enlarged dataset. The experiments

66



CHAPTER ⒍ TWITTER PARAPHRASE COLLECTION VIA
CROWDSOURCING
with various settings showed the best value of m to be 1, indicating the importance of

exploration in infinite arm situation and low false positive rate in estimating the number

of paraphrases for each topic by only one initial test. Figure ⒍6 shows the algorithm

performance, having the limit of each topic l set to 10 questions (100 sentence pairs)

for annotators and the total budget set to 1500 questions. While the existing few em-

pirical studies on multi-armed bandit algorithms (Tran-Thanh et al., 2012; Vermorel

and Mohri, 2005) report best performances with small epsilons at about 0.05 - 0.15, our

infinite arm problem prefers higher epsilon around 0.35-0.55 and more exploration.

● ● ●

●

●

●

●

● ●
● ● ●

●

●

●

●

●

●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0

30
00

40
00

50
00

60
00

70
00

ε

N
um

be
r 

of
 P

ar
ap

hr
as

es

Figure ⒍6: Simulation analysis of Bounded ϵ-first Algorithm for Infinite Arms

After the simulation, we apply the MAB algorithm to obtain real-world paraphrase

data. We end up using $175 to explore 500 trending topics randomly by asking one

question per topic, and then exploit 100 topics with nine questions for each topic, which

has ϵ = 0.36. Working on the same raw Twitter dataset, the number of paraphrases
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(sentence pairs labeled as having similar meaning by the majority of annotators, >= 3

annotators out of 5) collected on Amazon Mechanical Turk is increased to 688 out of

2000 sentence pairs by using MAB together with filtering, compared to 329 by using

filtering alone (Figure ⒍4). The paraphrases collected using MAB have lower lexical

dissimilarity, but still maintain PINC scores relatively high at over 0.75, as shown in

Figure ⒍5.

6.6 Utilizing the Collected Data for Paraphrase

Identification in Twitter

To investigate the task of paraphrase detection in Twitter, we evaluate several exist-

ing supervised and unsupervised approaches utilizing the dataset we collected through

crowdsourcing. As the preliminary experiment results will show, our Twitter paraphrase

corpus is adequately reliable for training and testing paraphrase identification systems in

the Twitter domain. However, the performance of prior approaches declines compar-

ing to the traditional news domain. This shows challenges in paraphrasing colloquial

language while great space for improvement and research potential.

6.6.1 Supervised Learning Approaches

We reimplement the logistic regression (LR) model by Das and Smith (2009) for

paraphrase detection. It was based on lexical overlap features and reported to be on par

with a strong state-of-the-art baseline byWan et al. (2006) using SVMwith dependency-

based features. When trained and tested on the MSRP corpus (Dolan et al., 2004), Das
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and Smith’s LR model achieved 0.78 precision, 0.87 recall and 0.75 accuracy; while Wan

et al.’s SVM model obtained 0.77, 0.90 and 0.75 respectively.

We also propose a new set of lexical overlap features based on n-gram Jaccard simi-

larity and dissimilarity (referred as Basic Features) for the LR model, that are different

from the original feature set used by Das and Smith (2009). We use the paraphrases

collected via Mechanical Turk from the first week by various methods as training data,

and 1000 sentence pairs sampled from second week as test data. The first week and

second week data is collected one month apart. The experiment results are shown in

table ⒍1. The cases that are on the edge, those with an expert annotation of score 3 and

an crowdsourcing annotation of 2 (2 positive votes out of 5 annotators), are discarded in

both training and test set, resulting in slight difference in training data size.

Training Features Test - Expert Annotation Test - Crowdsourcing Annotation
(week-size) P R F A P R F A
1w-3381 Das & Smith (2009) 7⒈30 4⒎13 5⒍75 8⒌06 6⒎54 4⒎53 5⒌80 8⒌83
40 topics §⒍⒍1 Basic Features 7⒎00 4⒋25 5⒍20 8⒌66 7⒈57 4⒌06 5⒌30 8⒍30
2w-3598 * Das & Smith (2009) 7⒈43 40.23 5⒈47 8⒋23 6⒉00 3⒏27 4⒎33 8⒊97
40 topics §⒍⒍1 Basic Features 7⒏57 3⒎93 5⒈16 8⒋95 7⒈59 3⒏89 50.40 8⒌60
1w-3617 Das & Smith (2009) 7⒈79 3⒉18 4⒋44 8⒊27 70.67 3⒉72 4⒋73 8⒋79
400 topics §⒍⒍1 Basic Features 80.77 3⒍21 50.00 8⒋95 7⒎22 3⒎65 50.62 8⒍18
1w-3487 Das & Smith (2009) 60.00 5⒌17 5⒎49 8⒊03 5⒍52 5⒍17 5⒍35 8⒊62
bandit §⒍⒍1 Basic Features 6⒍67 5⒌17 60.38 8⒋95 6⒋83 5⒏02 6⒈24 8⒍18
1w-12271 Das & Smith (2009) 6⒌77 5⒍32 60.68 8⒋83 6⒊16 5⒐26 6⒈15 8⒌83
bandit §⒍⒍1 Basic Features 6⒎11 5⒎47 6⒈92 8⒌30 6⒊76 5⒏64 6⒈09 8⒌95

Table ⒍1: Classification accuracy, positive-class precision, recall and F-measure of dif-
ferent systems, trained by different data and tested on same dataset using two annotations
as golden labels (* train and test on the same data set by leave-one-topic cross-validation)

Some conclusions:

– Crowdsourcing annotation is good enough to be used as gold data for evaluation.

(‘Expert Annotation’ vs. ‘Crowdsourcing Annotation’)
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– Using data collected from the same time period as test data for training does not

achieve better performance than using training data from a different time period,

due to high-dimensional lexical overlap features. (‘1w-3381 40 topics - different

period’ vs. ‘2w-3598 40 topics - same period’)

– If size of training data is set to 4000 sentence pairs, using 40 topics x 100 pairs as

training data is better than 400 topics x 10 pairs. (‘1w-3381 40 topics’ vs. ‘1w-3617

400 topics’)

– Data collected using MAB is biased towards higher proportion of positive cases,

and got higher recall but lower precision. (‘bandit’ vs. else)

– More data collected using MAB does not help, possibly because of the features

are based on lexical similarity and dissimilarity between sentences. The size of

training data may have a bigger impact if systems use surface string features etc.

(‘1w-3487 bandit’ vs. ‘1w-12271’)

6.6.2 Unsupervised Learning Approaches

Using the dataset we collected as a test bed, we also evaluate the capability of a state-

of-the-art semantic similarity measure (Guo and Diab, 2012) on Twitter data. It is a

latent semantic approach that is specially developed for short sentences/texts by modeling

the semantic space of not only the words present but also absent in the sentences. The

intuition is that, given the little context of the short sentence, it is helpful to also take

the information that is missing from the sentence into consideration.
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Figure ⒍7: Precision-Recall curves comparing supervised and unsupervised approaches
for paraphrase identification. The dashed plots represent unsupervised methods; while
solid plots represent supervised methods.

We used the same evaluation setting as in §⒍⒍1 and evaluated against expert anno-

tation. Two latent semantic models are compared: one is built on the original dataset

used in (Guo and Diab, 2012) which includes WordNet (Fellbaum, 2010), OntoNotes

(Hovy et al., 2006), Wiktionary⁴ and Brown corpus (Francis and Kucera, 1979); while
⒋ http://www.wiktionary.org/
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the other one also uses ⒈6 million sentences from Twitter in addition. The results are

shown in Figure ⒍7. The unsupervised models achieve comparable but not better results

comparing to supervised methods.

6.7 Conclusions

We have presented a successful approach to collecting a paraphrase corpus from Twit-

ter by crowdsourcing efforts. In addition, we improved the efficiency of this data col-

lection procedure by about 4 times by selecting better sentences and topics to annotate.

Using the paraphrase corpus annotated by crowd, we train and evaluate several prior

approaches for paraphrase identification in the new Twitter domain. The preliminary

experiment results look promising, but show a performance drop compared to the news

domain. This motivates us to develop paraphrasing techniques that are more suitable to

the colloquial language in the future.
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Future Work

My thesis focuses on a neglected but interesting and important problem in compu-

tational linguistics, paraphrasing across varieties of a language. Sitting in between two

popular research fields, bilingual machine translation and monolingual paraphrasing, it

introduces new challenges, but also new potentials to model language variation in many

NLP applications. We investigated the challenges of data collection and experimented

with different approaches, varying from expert translation, crowdsourcing annotation

and fully automatic methods. We showed encouraging results and demonstrated the po-

tential of modeling this special kind of paraphrase on Shakespearean and Internet texts,

which goes beyond the scope of the prior study on paraphrasing in NLP. We also laid

the foundation for future work by proposing evaluation schemas for this new task.

As this is the first systematic study of paraphrases in language variation, it presents

many opportunities for future work:
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7.1 Diversity-aware Automatic Paraphrase Identification

for Twitter

It has been a long-standing problem to identify paraphrases with great lexical di-

versity (Chen and Dolan, 2011; Dolan et al., 2004; Shima and Mitamura, 2011), which

motivated our work. While we have shown that Twitter is a great data source to solve

this problem and automatic paraphrase identification is practicable, we plan to improve

further Twitter-specific approaches that emphasize both diversity and precision. In con-

trast to the previous work, as discussed in §⒉1, which focuses on precision and recall,

we argue that given the huge volume of data available daily on Twitter, recall is not as

crucial but the opportunity to obtain paraphrases with great lexical diversity is more

important. To achieve this goal, we consider two possible directions that take advantage

the unique characteristics of Twitter data:

• Joint Word and Sentence Alignment. Alignment is more difficult with language

variations than bilingual data (Brown et al., 1990) or monolingual corpora (Barzi-

lay and Elhadad, 2003; Nelken and Shieber, 2006). Besides spelling variations, we

also face some complex cases in language change where alignment between large

phrases is required. These difficult sentence pairs confuse the IBMword alignment

models in GIZA++ used in our initial experiments. Since we do not have human

annotated word alignment data required by the current phrase-based monolin-

gual alignment (Yao et al., 2013), we plan to validate word and phrase mappings

directly using exact significance tests (Mehta and Patel, 1997; Moore, 2004) on

co-occurrences and reduce the sparsity problem by considering the transitivity of
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paraphrases (e.g. “hotlanta” → “atl”, “atl” → “atlanta”). We could perform word

and sentence alignment jointly in a bootstrapping fashion, i.e. improve sentence

alignment by using a lexicon, then expand the lexicon from the updated parallel

sentences, and iterate. We also consider utilizing the parallel corpus annotated via

crowdsourcing as distant supervision (Hoffmann et al., 2011; Mintz et al., 2009;

Riedel et al., 2010; Ritter et al., 2013; Surdeanu et al., 2012; Xu et al., 2011b,

2013b) in training word aligners.

• Integrating Cross-Tweet Information Although a single tweet is often too short

for analysis, many related tweets can provide a fuller context for what are para-

phrases. We have experimented with this idea to locate paraphrases by a combi-

nation of event extraction and lexical overlapping in §5. We would like to extend

it further to explicitly model topic-level information, e.g. significant words of

the topic, as features in the machine learning approaches. In this way, we could

consider all kinds of words or phrases in addition to name entities and temporal

relations to anchor paraphrases.

7.2 Paraphrasing for Colloquial English

Language variation study is the major subject in sociolinguistic (Chambers and

Schilling, 2013) and recently received some attention from computational linguistics.

However, most computational linguists have been focusing on identifying the differ-

ences (Volkova et al., 2013) other than the equality between language variations, by

which we stress semantic equivalence. We are particularly interested in the following
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three subtopics for future work:

• Language Identification of Colloquial English. We would like to distinguish

between normal English and colloquial style automatically, since the two are often

mixed together in the real world. This would help adapting NLP tools to informal

text more accurately. We can also alternate normal English to fit Twitter’s specific

style automatically for various usages. We plan to learn a language identifier by

using various training data, such as annotated tweets using Amazon’s Mechanical

Turk, posts from news media accounts on Twitter and tweets containing URLs

linking to news articles. A recent study on linking tweets to news (Guo et al.,

2013) also gives us some insights to start with.

• Idiom Detection in Twitter and Dictionary Construction. The language used in

social media is rich in idioms due to both of its informal nature and short length

allowed. It would be very helpful for many NLP applications, if we could identify

idioms in tweets and compile an idiom dictionary that connects synonyms. Al-

though there has been much previous work on idiom detection (Birke and Sarkar,

2006; Li and Sporleder, 2009), not much has been done in social media domain.

Encouraged by the positive report on idioms identification in Wiktionary (Muzny

and Zettlemoyer, 2013), we are particularly interested in utilizing and extend-

ing existing idiom dictionaries with Twitter data. Besides Wiktionary (Zesch et

al., 2008), another user-generated online dictionary, Urban Dictionary¹, is poorly

organized though it contains useful information. We consider designing an au-

tomatic method to compile it into a more useful linguistic resource with better
⒈ http://www.urbandictionary.com/
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quality. We also think it should be possible to extract explanations of idioms by

finding redundant tweets of the idiomatic ones.
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