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Today’s Talk —

1 - Cross-lingual Transfer Learning

Design decoding 
algorithms to improve 

performance on  
non-English languages.

CODEC

(Le et al., ICLR 2024)

ReadMe++ & MedReadMe

2 - Multilingual Multi-domain Datasets

(Naous et al., EMNLP 2024 & Chao et al., EMNLP 2024)

Support not only 
more languages but 

also more text 
domains/genres.
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The Holy Grail of AI / NLP

Frustratingly Easy Label Projection  
for Cross-lingual Transfer (EasyProject)

    Yang Chen           Chao Jiang             Alan Ritter                Wei Xu A systematic study of marker-based  
approach for label projection
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The Holy Grail of AI / NLP
Marker-based Approach

though not without caveat 
(will talk more later)

Translating annotated training data from one language to the other by injecting some markers 
around the text spans, then sending it directly to a Machine Translation system.  

[ ]



Marker-based Approach

• used by researchers “informally” as a hack

• one of the earliest such accounts is by Lee et al. (2018)

• then, used in MLQA (Lewis et al., 2020), XTREME (Hu et al., 2020) … 

• But, only described briefly in each paper

• How well does it work? For different languages, tasks? Better or worse than word alignment?

https://arxiv.org/pdf/2211.15613.pdf
https://arxiv.org/abs/1910.07475
https://arxiv.org/abs/2003.11080


The Holy Grail of AI / NLP
EasyProject - Easy Marker-based Projection

• Different markers all work to some extents, but vary for languages:

XML tags (e.g., <loc> </loc> )  or    [ ]     “ ”     ( )      < >     { } 

• Further fine-tuning MT system on synthetic data to make it more robust with punctuations 

• If >1 spans to be projected in one sentence, do need to map the tags by fuzzy string matching

works the best
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Especially promising for low-resource languages & languages that are written in non-Latin scripts
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The Holy Grail of AI / NLP
Zero-shot Cross-lingual Label Projection 
Two families of approaches, but each has pros and cons.

Only need a MT system  
&  

work surprisingly well !

marker-based approach

But, degraded  
MT quality  

due to injected markers 



The Holy Grail of AI / NLP
Zero-shot Cross-lingual Label Projection 
Two families of approaches, but each has pros and cons.

Only need a MT system  
&  

work surprisingly well !

marker-based approach word alignment-based approach

But, degraded  
MT quality  

due to injected markers 

normally 
better MT quality

Require not only neural MT,  
but also a separate


word alignment model



The Holy Grail of AI / NLP
EasyProject - Easy Marker-based Projection
Despite degraded MT quality, marker-based approach still works surprisingly well for the end task!

Yang Chen, Chao Jiang, Alan Ritter, Wei Xu. “Frustratingly Easy Label Projection for Cross-lingual Transfer”  (ACL 2023 Findings)  



The Holy Grail of AI / NLP

Can we do marker-based approach without 
scarifying the translation quality?



The Holy Grail of AI / NLP

Constrained Decoding for Cross-
lingual Label Projection (CODEC)

 Duong Minh Le         Yang Chen           Alan Ritter               Wei Xu A better technical solution for  
marker-based label projection
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Key Idea
Step 1. Translate the original sentence as usual without markers. 

Step 2. Run translation model for a 2nd time to insert markers as a constrained decoding problem.
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Step 1. Translate the original sentence as usual without markers. 
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Only [France] and [Britain] backed [Fischler]'s proposal.

Input sentece:

LLMs 
(Translation Models)

Translated Output:

Impose two constraints:  
(1) keeping the same translation
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[Faransi] ni [Angiletɛri] dɔrɔn de ye [Fischler] ka laɲini dɛmɛ . 



The Holy Grail of AI / NLP
Key Idea — more formally
Step 1. Translate the original sentence as usual without markers. 

Step 2. Run translation model another time to insert       marker pairs [ ] into            .



An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 
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This position should be ‘[’, thus the 
transition probability is extremely low

An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 
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An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 
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xmark =Input:

Prune opening-marker positions
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Fischler 's proposal .”

x = ”Faransi ni Angiletɛri dɔrɔn de ye 
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ytmpl =”Only France and [ Britain ] backed 
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Current kth best 
hypothesis

=1δ

Log-probability (-13.5) falls 
below the lower bound (-2.8)

Prune branches based on 
a heuristic lower-bound

An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 



The Holy Grail of AI / NLP
An Efficient Constrained Decoding Algorithm



• Label Projection baselines:

•  Alignment-based (Awes-align): Utilize a word-alignment system (Awesome-align1) to perform 
label projection


•  Marker-based (EasyProject): insert markers into the source sentence then translate

• Zero-shot Cross-lingual transfer (FTEn)

The multilingual model is fine-tuned only on the English data 

35

1Zi-Yi Dou and Graham Neubig. Word alignment by fine-tuning embeddings on parallel corpora. In Proceedings of the 16th Conference of the European 
Chapter of the Association for Computational Linguistics: Main Volume, pp. 2112–2128, Online, April 2021

Experiment Results
CODEC outperforms GPT-4, EasyProject and Awesome-align for NER and Event Extraction tasks. 



Experiment Results
More importantly, CODEC shines on low-resource languages, such as MasakhaNER 2.0 dataset.

• NER: mDeBERTa-v3

• MT: NLLB 



Experiment Results
“Translate-test” - CODEC can also translate test data in source language into a high-resource 
language to run inference on, then project predicted span labels back to the test data. 

prior marker-based approach 
cannot do this



Error Analysis
Underline marks the projection errors. 

having difficulty  
to project multiple spans

chiShona

isiZulu

only marks sub-words  
as an entity

Duong Minh Le, Yang Chen, Alan Ritter, Wei Xu. "Constrained Decoding for Cross-lingual Label Projection"  (ICLR 2024)  
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Rewrite complex text into simpler language while retain its original meaning.

The Holy Grail of AI / NLP
Text Simplification

And when we die, these dense, calcified micro-fossils remain intact, 
even as most of the rest of us decomposes.

The layers of calcified plaque entomb the bacteria that also live in our 
mouths -- turning them into small fossils even when we are alive.

By Deborah Netburn, Los Angeles Times

Published:  03/05/2014   Word Count:  682
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The Holy Grail of AI / NLP
Text Simplification

And when we die, these dense, calcified micro-fossils remain intact, 
even as most of the rest of us decomposes. Even after death, these micro-fossils don’t break down. 

paraphrase

The layers of calcified plaque entomb the bacteria that also live in our 
mouths -- turning them into small fossils even when we are alive.

The buildup of plaque can trap the bacteria that live in our mouths.

It turns them into tiny fossils.

split

Rewrite complex text into simpler language while retain its original meaning.



The Holy Grail of AI / NLP
Human Text Simplification
Professional editors rewrite news articles into 4 different readability levels for grade 3-12 students. 

Wei Xu, Chris Callison-Burch, Courtney Napoles. “Problems in Current Text Simplification Research: New Data Can Help”  (TACL 2015)  
Yang Zhong, Chao Jiang, Wei Xu, Jessy Li. “Discourse Level Factors for Sentence Deletion in Text Simplification” (AAAI 2020)



The Holy Grail of AI / NLP
Why Text Simplification?

- Children (Leonardo et al., 2018)

- Second language learners (Housel et al., 2020)

- Deaf and hard-of-hearing students (Alonzo et al., 2020) 

- People with dyslexia (Rello at al., 2013)

- People with autism spectrum disorder (González-Navarro et al., 2014)


- and many others … e.g., to read legal & medical documents (Trienes et al. 2024; Joseph et al. 2024), etc. 

using our EMNLP 2018 work on lexical simplification

It can help a lot of people! 

research on education using Newsela data 

Mounica Maddela, Wei Xu. “A Neural Readability Ranking Model and A Word-Complexity Lexicon for Lexical Simplification”  (EMNLP 2018)  



The Holy Grail of AI / NLP
Other Text Generation Tasks

• Style transfer (Wei Xu, Alan Ritter, Bill Dolan, Ralph Grishman, Colin Cherry - COLING 2012)

• Neutralizing biased languages (Zhong Yang, Jingfeng Yang, Diyi Yang, Wei Xu — EMNLP 2021 Findings)

A Golden duck may refer to:  A cricket 'golden' duck in which a batsman is out for nought on the first ball he faces.
A cricket 'golden' duck in which a batter is out for nought on the first ball they face.

• Large-scale paraphrase identification and generation (Yao You, Chao Jiang, Wei Xu - EMNLP 2022)

• Multilingual split and rephrase (Daniel Kim*, Mounica Maddela*, Reno Kriz, Wei Xu, Chris Callison-Burch — EMNLP 2021)

If you will not be turned, you will be destroyed!  — Star Wars
If you will not be turn’d, you will be undone! 

An additional advantage is that a shorter ramp can be used, thereby reducing weight and improving the rear view of the driver.
Another advantage is that a shorter ramp can be used. ‖ This saves weight and improves the look of the rear of the vehicle.



The Holy Grail of AI / NLP
Automatic Text Simplification
It is a great benchmark for natural language generation (NLG) models.

complicated rewriting good training data

(covers other text-to-text tasks: splitting, compression, paraphrase generation, style transfer, etc. )

~reliable evaluation

Need both diversity and controllability from the model to meet users’ varied reading needs.



The Holy Grail of AI / NLP

Revisiting Non-English Text Simplification: 
a Unified Multilingual Benchmark

  Michael J. Ryan      Tarek Naous.            Wei Xu

🏆 Best Paper Award Honorable Mention - ACL 2023



• In 2023 alone: 
- 763 new papers on English 

text simplification

- 237 new papers on French

- <20 papers related to Urdu 

or Slovene simplification


Growth of Text Simplification Research

(Count based on Google Scholar)



We introduce MultiSim of parallel texts



12 languages  
and growing (now 15)



Open Source
MultiSim data and code (loaders) are available - https://github.com/XenonMolecule/MultiSim

Michael J. Ryan, Tarek Naous, Wei Xu. "Revisiting Non-English Text Simplification: a Unified Multilingual Benchmark" (ACL 2023)

Data on HuggingfacePaper on arXiv



The Holy Grail of AI / NLP

Benchmarking Multilingual LMs for Multi-
domain Readability Assessment (ReadMe++)

    Tarek Naous      Michael J. Ryan    Anton Lavrouk    Mohit Chandra                Wei Xu



Different Readability Levels

“In the uncoerced slowness of its gait, suppleness and agility were discernible.”

“In its voluntary slow movement, its flexibility and agility were noticeable.”

“In its voluntary slow movement, you could still see how flexible and quick it is.”



Prior Work on Readability Measurements
Human-annotated Resources (Arase et al. 2022, Brunato et al. 2018, and more)  

• CEFR: Common European Framework of Reference for Languages

• Mostly using either Wikipedia or news data

Level Description Rating

A1 Can understand very short, simple texts a single phrase at a time, picking up familiar names, words and 
basic phrases and rereading as required. 1

A2 Can understand short, simple texts on familiar matters of a concrete type. 2

B1 Can read straightforward factual texts on subjects related to his/her field and interest with a satisfactory 
level of comprehension. 3

B2

Can read with a large degree of independence, adapting style and speed of reading to different texts 
and purpose. 4

C1 Can understand in detail lengthy, complex texts, whether or not they relate to his/her own area of 
speciality, provided he/she can reread difficult sections. 5

C2 Can understand and interpret critically virtually all forms of the written language including abstract, 
structurally complex, or highly colloquial literary and non-literary writings. 6

Yuki Arase, Satoru Uchida, Tomoyuki Kajiwara. "CEFR-Based Sentence Difficulty Annotation and Assessment" (EMNLP 2024)

https://aclanthology.org/2022.emnlp-main.416/
https://aclanthology.org/D18-1289/


Our Work - Readme++

• More diverse languages 
- 5 different languages

- written in 4 different scripts

- 9,465 human-annotated sentences


• And, more diverse domains  
- 21 top-level domains 
- 112 data sources

- all with open license

Her course was complicated by 
post-hypotensive coma as well 
as subarachnoid hemorrhages 
and intraparenchymal bleeds.

نا، هكذا يضُعف القنوط بصيرت
، فلا نرى غير أشباحنا الرهيبة
وهكذا يصمّ اليأس آذاننا، فلا 

نسمع غير طرقات قلوبنا 
.المضطربة

я тоже не знала 
про его альбом, 
случайно новость 
только увидела.

Les fenêtres, tout comme les 
murs et la toiture font partie des 
principaux composants à l’origine 
des déperditions de chaleur.

इन समूहों के समक्ष
आजीविका के संकट 
उत्पन्न हुए हैं जजसका 
हल पंडित दीनदयाल ने
बहुत पहले अपने विचारों 
में नीतत तनदेशकों को 
सुझाया था.

3

2
5

46



Our Work - Readme++
• A (partial) list of representative sources we sampled data from:



What difference does this make?
A wider range of topics and lengths of sentences that impact the readability are accounted for.
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What difference does this make?
A wider range of topics and lengths of sentences that impact the readability are accounted for.

“With history, will go for cardiac catheterization evaluation.”

“A young boy is indoors showing his family his dance moves.”



Benchmarking multilingual LLMs
Fine-tuning LLMs perform better than 5-shot prompting of GPT-4 / Llama-3.1 (6-way classification)

i.e., human annotated data is very useful, not only for evaluation but also for fine-tuning.
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Benchmarking multilingual LLMs
Fine-tuning LLMs perform better than 5-shot prompting of GPT-4 / Llama-3.1 (6-way classification)

i.e., human annotated data is very useful, not only for evaluation but also for fine-tuning.



Open Source
ReadMe++ data and models are available - https://github.com/tareknaous/readme

English: https://huggingface.co/tareknaous/readabert-en  
Arabic: https://huggingface.co/tareknaous/readabert-ar  
Hindi: https://huggingface.co/tareknaous/readabert-hi 
French: https://huggingface.co/tareknaous/readabert-fr  
Russian: https://huggingface.co/tareknaous/readabert-ru

Tarek Naous, Michael J. Ryan, Anton Lavrouk, Mohit Chandra, Wei Xu. "ReadMe++: Benchmarking Multilingual LMs for Multi-domain Readability Assessment" (EMNLP 2024)

Models on HuggingfacePaper on arXiv

https://huggingface.co/tareknaous/readabert-en
https://huggingface.co/tareknaous/readabert-ar
https://huggingface.co/tareknaous/readabert-hi
https://huggingface.co/tareknaous/readabert-fr
https://huggingface.co/tareknaous/readabert-ru


The Holy Grail of AI / NLP

MedReadMe: A Systematic Study for Fine-
grained Sentence Readability in Medical Domain

   Chao Jiang               Wei Xu



an snippet discussing oral and dental health from Cochrane

“An oro-antral communication (OAC) is an 
unnatural opening between the oral cavity and 
maxillary sinus. When it fails to close spontaneously, 
it remains patent and is epithelialized to develop 
into an oro-antral fistula. These complications occur 
most commonly during extraction of upper molar 
and premolar teeth (48%).”
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“An oro-antral communication (OAC) is an 
unnatural opening between the oral cavity and 
maxillary sinus. When it fails to close spontaneously, 
it remains patent and is epithelialized to develop 
into an oro-antral fistula. These complications occur 
most commonly during extraction of upper molar 
and premolar teeth (48%).”

Medical - Google Hard

Medical - Google Easy

Abbreviations

General Complex Words

not all jargon and complex terms are equally difficult



Different Biomedical Data Sources also Vary



Different Biomedical Data Sources also Vary



Rank and Rate Sentences on Readability Signed in as 

Sign out

Batch ID: 

3 Jean Valjean remained silent, motionless, with his back towards the door, seated on the chair from which he had not stirred, and holding his breath in
the dark.

+ Context

These bead-like structures are called nucleosomes, and interactions between histones in different nucleosomes can link one nucleosome to another,
to package the DNA into a very condensed form.

+ Context

In a sketch or outline drawing, lines drawn often follow the contour of the subject, creating depth by looking like shadows cast from a light in the
artist's position.

+ Context

The long-term functional outcomes of early administration of RDI of amino acids and the use of SMOFlipid, including neurodevelopment, body
composition and metabolic health, should be evaluated.

+ Context

All these initiatives take hold as they do, from lead pipes being removed from schools and homes, to new factories being built in communities with a
resurgence of American manufacturing.

+ Context

The illumination of the subject is also a key element in creating an artistic piece, and the interplay of light and shadow is a valuable method in the
artist's toolbox.

Score Description and Examples

1 Can understand very short, simple texts a single phrase at a time, picking up familiar names, words and basic phrases and rereading as required.
Example: For breakfast, I had a pancake and drank a glass of milk.
Example: Well, I'm going to pick up Luz from school.

2 Can understand short, simple texts containing the highest frequency vocabulary, including a proportion of shared international vocabulary items.
Can understand short, simple texts on familiar matters of a concrete type which consist of high frequency everyday or job-related language.
Example: A man is reading the paper as he talks with someone on the phone.
Example: The majority of car trips in the world today are less than five miles.

3 Can read straightforward factual texts on subjects related to his/her field and interest with a satisfactory level of comprehension.
Example: Every attempt should be made to keep all teammates as closely matched as possible, especially in the sports where strength, speed and
size are factors.

4 Can read with a large degree of independence, adapting style and speed of reading to different texts and purposes, and using appropriate
reference sources selectively. Has a broad active reading vocabulary, but may experience some difficulty with low-frequency idioms.
Example: Long-term autoimmunity and variants' interactions are huge questions too.
Example: Our aim is to investigate how predictive processing can aid learning of more effective control policies.

5 Can understand in detail lengthy, complex texts, whether or not they relate to his/her own area of speciality, provided he/she can reread difficult
sections.
Example: A being who could have hovered over Paris that night with the wing of the bat or the owl would have had beneath his eyes a gloomy
spectacles.
Example: There is the Titanism of the Celt, his passionate, turbulent, indomitable reaction against the despotism of fact; and of whom does it
remind us so much as of Byron?

6 Can understand a wide range of long and complex texts, appreciating subtle distinctions of style and implicit as well as explicit meaning. Can
understand and interpret critically virtually all forms of the written language including abstract, structurally complex, or highly colloquial literary and
non-literary writings.
Example: Therefore, he had a repeat colonoscopy on 11-06 which showed expected mucosal signs of moderate ulcerative colitis, no polyps, w/ 8
mm ulcer at junction of distal descending colon and sigmoid colon.
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Jargon Greatly Affects Readability



Medical Sentence Readability Measurements

ReadMe++Jar = RoBERTa-large (fine-tuned on ReadMe++) + # Jargonα ×
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