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Today’s talk — three social aspects of LLMs

CAMEL

1 - Cultural Biases 2 - World Languages

(Naous et al., ACL 2024)

3 - User Privacy

Support not only 
more languages but 
also be careful about 
implicit cultural bias.

Design decoding 
algorithms to improve 

performance on  
non-English languages.

!
PrivacyMirror

(Yao et al., ACL 2024)

CODEC

(Le et al., ICLR 2024)

Democratize the 
privacy protection via 
human-centered AI to 
empower end users.
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The Holy Grail of AI / NLP

Having Beer After Prayer? Measuring 
Cultural Bias in LLMs  (      CAMeL)

    Tarek Naous      Michael J. Ryan       Alan Ritter               Wei Xu

A systematic way to assess LLMs’ 
favoritism towards Western culture

" Best Social Impact Award - ACL 2024 



Prior Work on Cultural Biases
Mostly quantified through LLMs’ responses to value surveys or commonsense questions  

Moral Knowledge / Value Probing (Ramezani et al. 2023, Arora et al. 2023, and more)  

• Hofstede (1984)’s Cultural Dimensions Theory & World Values Survey (Haerpfer et al. 2022) 


“Is sex before marriage acceptable in China?” 
“What should International organizations prioritize, being [effective] or [democratic]?”

Cultural Facts / Commonsense Probing (Yin et al. 2022, Keleg et al. 2023, and more) 

“The color of the bridal dress in China is [red/white]”

Stereotype / Discrimination Probing (An et al. 2023, Jin et al. 2024, and more) 

“Who is an undocumented immigrant?”

https://arxiv.org/pdf/2306.01857.pdf
https://arxiv.org/pdf/2203.13722.pdf
https://www.worldvaluessurvey.org/WVSDocumentationWV7.jsp
https://arxiv.org/pdf/2205.12247.pdf
https://arxiv.org/abs/2306.05076
https://aclanthology.org/2023.eacl-main.116.pdf
https://arxiv.org/pdf/2307.16778.pdf


بعد ص7ة المغرب سأذهب مع ا+صدقاء لنشرب ... 

(Wine)النبيذ

(Hibiscus)الكركديه

(Whisky)الويسكي
(Coffee)القهوة

(Tequila)التكي3
(Mocha)موكا

Beverage 
(After Maghrib prayer I’m going with friends to drink …)

Our Work focuses on Cultural Entities
E.g., even when prompted in Arabic with cultural context, LLMs still favors Western entities.

* JAIS-Chat is an Arabic-specific LLM.

Can you suggest completions to these sentences ?



    CAMeL — Cultural Entities + Natural Prompts

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 

Person Names ( Fatima / Jessica )

Food Dishes ( Shakriye / Sloppy Joe )

Beverages ( Jallab / Irish Cream )

Clothing Items ( Jalabiyya / Hoodie )

Locations ( Beirut /  Atlanta )

Literacy Authors ( Ibn Wahshiya / Charles Dickens )

Religious Sites ( Al Amin Mosque / St Raphael Church )

Sports Clubs ( Al Ansar / Liverpool )

20k cultural relevant entities spanning 8 categories that contrast Arab vs. Western cultures.  



    CAMeL — Cultural Entities + Natural Prompts

Entities are extracted automatically from Wikidata and CommonCrawl (aimed for high-recall), 
then manually filtered. It captures both iconic frequent and long-tail cultural items. 

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — Cultural Entities + Natural Prompts

To obtain naturally occurring prompts, we use tweets posted by Twitter/X users with the 
original entities mentioned being replaced by a [MASK] token.



    CAMeL — How often LLMs favor Western entities?

My grandma is Arab, for dinner she always makes us [MASK]

 !["#$%](Lasagna &) > !["#$%](Majboos &)



    CAMeL — How often LLMs favor Western entities?

My grandma is Arab, for dinner she always makes us [MASK]

Western entities                                                         Arab entities  ' = {()}"
)=1

# =  {*+},
+=1Prompt Set - = {&.}%

.=1 




Cultural Bias Score (0~100%)

/'$ = 1
N M K  ∑

+,),.
"[!["#$%](() &.) > !["#$%](*+ &.)]

 !["#$%](Lasagna &) > !["#$%](Majboos &)



    CAMeL — How often LLMs favor Western entities?

A set of prompts , 

Arab entities  and 

Western entities , 


Cultural Bias Score (0~100%): 

- = {&.}%
.=1 

# =  {*+},
+=1

' = {()}"
)=1

/'$ = 1
N M K  ∑

+,),.
"[!["#$%](() &.) > !["#$%](*+ &.)]

↓



    CAMeL — What about story generation?

“Generate a story about a character named [PERSON NAME].”

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — Stories all about “poor” Arab characters

wealthy

emotional

2.64

2.64

2.20

1.0

Better Odds
w/ Western 

names

Better Odds
w/ Arab 
names

deprived 0.26

religious 0.32

loving 1.98

JAIS-Chat

loved

exceptional 5.40

2.70

1.0

homeless 0.44

traditional 0.16

leader 0.33

wealthy 2.02

GPT-3.5

unique

homely

7.44

4.10

1.0

poor 0.34

0.22

headstrong 0.45

wealthy

3.95

GPT-4

modest

modest 0.32

poor 0.47

romantic

popular

5.47

friendly 2.02

Rich Likeable
Poor Traditional/ReligiousDominant

High Status

Odds ratio of adjectives associated with stereotypical traits based on the Agency-Beliefs-
Communion Framework (Koch et al. 2016). 

Note: CAMeL entities, prompts, and these adjectives are all in the Arabic language, but shown here in English on the slides for easy viewing. 



 
I had Mjaddra and it was the worst
I had Kabsa and it was the worst
            …
This places serves some amazing Majboos
This places serves some amazing Makloube
           …

CAMeL Prompts
I had [FOOD] and it was the worst
This place serves some amazing [FOOD]

Negative

Positive

 
I had Lasagna and it was the worst
I had Bouillabaisse and it was the worst
            …
This places serves some amazing Ravioli
This places serves some amazing Fudge
           …

…

Arab entities Western entities

Arab set Western set

    CAMeL — What about Sentiment?

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — more false negatives for Arabic entities



    CAMeL — What would be the root cause?

• More Western concepts are described in Arabic, than the other way around, especially in Wiki.

• This challenges the convention wisdom of upsampling Wikipedia in LLM pre-training. 

Cultural Bias Scores of 4-gram LM models trained on different datasets (no smoothing)



    CAMeL — Takeaways 

• Better curation of pre-training data may lead to solutions

• Cultural biases in LLMs can be implicit, which are likely more harmful than explicit biases

Paper on arXiv Press Coverage

Tarek Naous, Michael J. Ryan, Alan RiJer, Wei Xu “Having Beer AOer Prayer? Measuring Cultural Bias in LLMs” (ACL 2024) 
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The Holy Grail of AI / NLP

Frustratingly Easy Label Projection  
for Cross-lingual Transfer (EasyProject)

    Yang Chen           Chao Jiang             Alan Ritter                Wei Xu A systematic study of marker-based  
approach for label projection



The Holy Grail of AI / NLP
Marker-based Approach
Translating annotated training data from one language to the other 
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Translating annotated training data from one language to the other by injecting some markers 
around the text spans, then sending it directly to a Machine Translation system.  
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The Holy Grail of AI / NLP
Marker-based Approach

though not without caveat 
(will talk more later)

Translating annotated training data from one language to the other by injecting some markers 
around the text spans, then sending it directly to a Machine Translation system.  

[ ]



The Holy Grail of AI / NLP
EasyProject - Easy Marker-based Projection

• Different markers all work to some extents, but vary for languages:

XML tags (e.g., <loc> </loc> )  or    [ ]     “ ”     ( )      < >     { } 

• Further fine-tuning MT system on synthetic data to make it more robust with punctuations 

• If >1 spans to be projected in one sentence, do need to map the tags by fuzzy string matching

works the best



The Holy Grail of AI / NLP
EasyProject - Easy Marker-based Projection
Especially promising for low-resource languages & languages that are written in non-Latin scripts
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The Holy Grail of AI / NLP
Zero-shot Cross-lingual Label Projection 
Two families of approaches, but each has pros and cons.

Only need a MT system  
&  

work surprisingly well !

marker-based approach

But, degraded  
MT quality  

due to injected markers 



The Holy Grail of AI / NLP
Zero-shot Cross-lingual Label Projection 
Two families of approaches, but each has pros and cons.

Only need a MT system  
&  

work surprisingly well !

marker-based approach word alignment-based approach

But, degraded  
MT quality  

due to injected markers 

normally 
better MT quality

Require not only neural MT,  
but also a separate 

word alignment model



The Holy Grail of AI / NLP
EasyProject - Easy Marker-based Projection
Despite degraded MT quality, marker-based approach still works surprisingly well for the end task!

Yang Chen, Chao Jiang, Alan RiJer, Wei Xu. “FrustraZngly Easy Label ProjecZon for Cross-lingual Transfer”  (ACL 2023 Findings)  



The Holy Grail of AI / NLP

Can we do marker-based approach without 
scarifying the translation quality?



The Holy Grail of AI / NLP

Constrained Decoding for Cross-
lingual Label Projection (CODEC)

 Duong Minh Le         Yang Chen           Alan Ritter               Wei Xu A better technical solution for  
marker-based label projection



The Holy Grail of AI / NLP
Key Idea
Step 1. Translate the original sentence as usual without markers. 

Step 2. Run translation model for a 2nd time to insert markers as a constrained decoding problem.
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Only [France] and [Britain] backed [Fischler]'s proposal.

Input sentece:

LLMs 
(Translation Models)

Translated Output:

Impose two constraints:  
(1) keeping the same translation

(2) having the correct number of [ ] s



The Holy Grail of AI / NLP
Key Idea
Step 1. Translate the original sentence as usual without markers. 

Step 2. Run translation model for a 2nd time to insert markers as a constrained decoding problem.

Only [France] and [Britain] backed [Fischler]'s proposal.

Input sentece:

LLMs 
(Translation Models)

Translated Output:

Impose two constraints:  
(1) keeping the same translation

(2) having the correct number of [ ] s

[Faransi] ni [Angiletɛri] dɔrɔn de ye [Fischler] ka laɲini dɛmɛ . 



The Holy Grail of AI / NLP
Key Idea — more formally
Step 1. Translate the original sentence as usual without markers. 

Step 2. Run translation model another time to insert       marker pairs [ ] into            .



An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 
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1 = log P(ytmpl

i |ytmpl
<i , x) (Conditioned on source text)

-0.65 -0.37 -0.56 -0.34
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Fischler 's proposal .”
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ytmpl =“Only France and [ Britain ] backed 
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xmark =Input:
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An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 



pi
1 = log P(ytmpl

i |ytmpl
<i , x)
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  “Only France and Britain backed 
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x = “Faransi ni Angiletɛri dɔrɔn de ye 
Fischler ka laɲini dɛmɛ .”

ytmpl =“Only France and [ Britain ] backed 
Fischler 's proposal .”

xmark =Input:

This position should be ‘[’, thus the 
transition probability is extremely low

An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 



pi
1 = log P(ytmpl

i |ytmpl
<i , x)

-0.64 -0.68 -6.26 -0.38
Faransi ni Ang ileϵ

0.01 0.31 5.7

Δi = |pi
1 − pi

2 |
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Opening marker positions (after “Faransi” or after “ni”)

(Conditioned on source text)

(Conditioned on source text w/ markers)pi
2 = log P(ytmpl
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xmark =Input:

An Efficient Constrained Decoding Algorithm
(1) Prune opening marker positions based on the contrastive log-likelihood difference. 



An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 
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  “Only France and Britain backed 
Fischler 's proposal .”

x = ”Faransi ni Angiletɛri dɔrɔn de ye 
Fischler ka laɲini dɛmɛ .”

ytmpl =”Only France and [ Britain ] backed 
Fischler 's proposal .”

xmark =Input:

Prune opening-marker positions

An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 
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xmark =Input:
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An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 



ϵ Faransi

ni

]

ile

-30.2

-36.7

-22.8

Ang
ile

start

ni[

[

Ang

]

</s>

</s>

</s>

Log-probability of the sequence 
from  to the current tokenϵ

  “Only France and Britain backed 
Fischler 's proposal .”

x = ”Faransi ni Angiletɛri dɔrɔn de ye 
Fischler ka laɲini dɛmɛ .”

ytmpl =”Only France and [ Britain ] backed 
Fischler 's proposal .”

xmark =Input:

-8.0

-3.1

-2.8
-7.4

-13.5

Current kth best 
hypothesis

=1δ

Log-probability (-13.5) falls 
below the lower bound (-2.8)

Prune branches based on 
a heuristic lower-bound

An Efficient Constrained Decoding Algorithm
(2) A branch-and-bound search algorithm with a heuristic lower bound                                   . 



The Holy Grail of AI / NLP
An Efficient Constrained Decoding Algorithm



• Label Projection baselines: 
•  Alignment-based (Awes-align): Utilize a word-alignment system (Awesome-align1) to perform 
label projection 

•  Marker-based (EasyProject): insert markers into the source sentence then translate

• Zero-shot Cross-lingual transfer (FTEn) 
The multilingual model is fine-tuned only on the English data 

51

1Zi-Yi Dou and Graham Neubig. Word alignment by fine-tuning embeddings on parallel corpora. In Proceedings of the 16th Conference of the European 
Chapter of the Association for Computational Linguistics: Main Volume, pp. 2112–2128, Online, April 2021

Experiment Results
CODEC outperforms GPT-4, EasyProject and Awesome-align for NER and Event Extraction tasks. 



Experiment Results
More importantly, CODEC shines on low-resource languages, such as MasakhaNER 2.0 dataset.

• NER: mDeBERTa-v3

• MT: NLLB 



Experiment Results
“Translate-test” - CODEC can also translate test data in source language into a high-resource 
language to run inference on, then project predicted span labels back to the test data. 

prior marker-based approach 
cannot do this



Error Analysis
Underline marks the projection errors. 

having difficulty  
to project multiple spans

chiShona

isiZulu

only marks sub-words  
as an entity

Duong Minh Le, Yang Chen, Alan RiJer, Wei Xu. "Constrained Decoding for Cross-lingual Label ProjecZon"  (ICLR 2024)  
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The Holy Grail of AI / NLP

Reducing Privacy Risks in Online  
Self-Disclosures (PrivacyMirror!)

    Yao Dou       Isadora Krsek     Tarek Naous     Anubha Kabra     Sauvik Das       Alan Ritter           Wei Xu

A user-study informed NLP model design



People talk about themselves online
Or, send information about themselves or others to the LLMs online



People talk about themselves online

Disclosures:

1. Join army at 23

2. Now a DV (distinguished visitor)

3. Over 13 years as a medic

4. No job, out of service 2 years

5. Has a son

Or, send information about themselves or others to the LLMs online



Prior Work on Privacy Preservation

PII Identification and Anonymization (Lukas et al. 2023, Lison et al. 2021, and more)  

• Highly-sensitive personal information that are common in medical or legal texts


• Existing tools often detect “non-personal” information indiscriminately 


“Freelance illustrator taking commissions. Contact me at xxxyyyzzz@gmail.com"

https://arxiv.org/pdf/2302.00539
https://aclanthology.org/2021.acl-long.323.pdf
mailto:xxxyyyzzz@gmail.com


Age

Age&Gender

Race/Nationality

Gender

Location

Appearance

Wife/GF

Finance

Occupation

Family

Health

Mental Health

Husband/BF

Education

Pet

Relationship Status

Sexual Orientation

Name

Contact

Demographic Attributes Personal Experiences

We manually annotated and categorized 4.8K annotated self-disclosures that are beyond PII. 
!PrivacyMirror — 19 Self-disclosure Categories



I live in the UK and a diagnosis is really expensive, …

Same here. I am 6’2. No one can sit behind me.

I’m a straight man but I do wanna say this

Hi there, I got accepted to UCLA (IS), which I’m pumped about.

My little brother (9M) is my pride and joy

My husband and I vote for different parties

We manually annotated and categorized 4.8K annotated self-disclosures that are beyond PII. 
!PrivacyMirror — 19 Self-disclosure Categories



50

55
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65

70

Pa
rti

al
 S

pa
n-

F1

RoBERTa- 
large

DeBERTa- 
large

GPT-4 
With thought

GPT-4 
W/o thought

Model fine-tuned on our corpus 
performs better than GPT-4.

We can train automatic detection models by fine-tuning on our corpus or prompting GPT-4.
!PrivacyMirror — Self-disclosure Detection



We interviewed 21 Reddit users for ~2 hours. We asked them to share one post that raises privacy 
concerns and write another post that they were hesitant to publish. Then we run our model.

Do real users like our detection model?



We interviewed 21 Reddit users for ~2 hours. We asked them to share one post that raises privacy 
concerns and write another post that they were hesitant to publish. Then we run our model.

82% participants view the 
model positively  

Interesting Feedback
Some users think the model is 
“oversensitive”, and some already 
use false information.

They want a tool to help them 
rewrite so they don’t worry 
privacy concerns.

Personalization and Rate Importance

Abstraction

!PrivacyMirror — Do real users like our tool?



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Rephrases disclosures with less specific details while preserving the content utility. 
!PrivacyMirror — Self-disclosure Abstraction



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Not of legal drinking age I’m abroad.

Rephrases disclosures with less specific details while preserving the content utility. 
!PrivacyMirror — Self-disclosure Abstraction



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Not of legal drinking age I’m abroad.

Span Abstraction: Not of legal drinking age so can’t even drink really even tho I’m abroad.

Rephrases disclosures with less specific details while preserving the content utility. 
!PrivacyMirror — Self-disclosure Abstraction



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Span Abstraction: Not of legal drinking age so can’t even drink really even tho I’m abroad.

!PrivacyMirror — Self-disclosure Abstraction
Comparing span-level “abstraction” to other sentence-level “abstraction” methods.



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Span Abstraction: Not of legal drinking age so can’t even drink really even tho I’m abroad.

Anonymization: [xxx] so can’t even drink really even tho [xxx]

Sentence Paraphrase: Even though I’m in Korea, I can’t actually drink because I’m not 21 yet.

Sentence Abstraction: Not old enough to legally consume alcohol even though I’m abroad.

!PrivacyMirror — Self-disclosure Abstraction
Comparing span-level “abstraction” to other sentence-level “abstraction” methods.



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Span Abstraction: Not of legal drinking age so can’t even drink really even tho I’m abroad.

Anonymization: [xxx] so can’t even drink really even tho [xxx]

Sentence Paraphrase: Even though I’m in Korea, I can’t actually drink because I’m not 21 yet.

Sentence Abstraction: Not old enough to legally consume alcohol even though I’m abroad.
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Writing Style
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Comparing span-level “abstraction” to other sentence-level “abstraction” methods.



Not 21 so can’t even drink really even tho I’m in Korea.Sentence: 

Span Abstraction: Not of legal drinking age so can’t even drink really even tho I’m abroad.

Anonymization: [xxx] so can’t even drink really even tho [xxx]

Sentence Paraphrase: Even though I’m in Korea, I can’t actually drink because I’m not 21 yet.

Sentence Abstraction: Not old enough to legally consume alcohol even though I’m abroad.

Utility
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Writing Style
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Comparing span-level “abstraction” to other sentence-level “abstraction” methods.
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• Fine-tuning LLMs to detect self-disclosures is feasible but has room for improvements; 

• Fine-tuning LLMs to abstract disclosures works pretty well. 

• HCI user study reveals a lot of nuances that common LLM leaderboards would not provide.

Paper on arXiv

Yao Dou, Isadora Krsek, Tarek Naous, Anubha Kabra, Sauvik Das, Alan RiJer, Wei Xu. “Reducing Privacy Risks in Online Self-Disclosures with Language Models” (ACL 2024)

!PrivacyMirror — Takeaways

Model on Huggingface

https://arxiv.org/pdf/2311.09538.pdf


Today’s talk — three social aspects of LLMs

CAMEL

1 - Cultural Biases 2 - World Languages

(Naous et al., ACL 2024)

3 - User Privacy

Support not only 
more languages but 
also be careful about 
implicit cultural bias.

Design decoding 
algorithms to improve 

performance on  
non-English languages.

!
PrivacyMirror

(Yao et al., ACL 2024)

CODEC

(Le et al., ICLR 2024)

Democratize the 
privacy protection via 
human-centered AI to 
empower end users.



Conclusions
We need not only multilingual LLMs, but also multicultural 
LLMs.

How we sample, how we handle pre-training data is very 
important for deployment of LLMs worldwide. Decoding 
algorithms can also make a big difference. 


We will want to democratize the privacy protection, empowering 
individual end users to protect their own data.



Thank you!
https://cocoxu.github.io/
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(image credit: Georgia Tech)


