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Text Simplification 
(A Monolingual Machine Translation Problem)

★ for children, disabled, non-native speakers … 
★ for other NLP tasks (MT, summarization …) 



Our Paper Last Year (TACL ’15)



Problems in Current Text 
Simplification Research (TACL ’15)

Data Evaluation System

not much
paraphrasing

no reliable
automatic metric

Simple Wikipedia
was not that simple

The Newsela Corpus!
very high quality
freely available

(often use Moses as a black-box)

Wei Xu, Chris Callison-Burch, Courtney Napoles. “Problems in Current Text Simplification Research: New Data Can Help”  TACL 
(2015)  
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Input: 

Candidate Simplifications: 

Lexical applauded ⟶ praised

Phrasal generally acknowledged ⟶ widely accepted

Syntactic NNP’s JJ legislation ⟶ the JJ law of NNP

SARI = 0.21

SARI = 0.33

PPDB (4+ million rules)

SARI = 0.15
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Human Evaluation
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4

Simple  
Wikipedia

Turk (Wubben et al. 2012) Joshua  
-BLEU-

Joshua  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Grammar Meaning Simplicity+

Automatic Simplification

tuning towards BLEU leaves input unchanged
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Grammar Meaning Simplicity

BLEU 0.59 0.70 0.15

FKBLEU 0.35 0.41 0.24
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BLEU correlates w/ Grammar

If a system leaves input unchanged,  
it gets  

perfect Grammar 
perfect Meaning 

and very high BLEU score.
because there are multiple references

(unlike bilingual translation)
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it gets  

perfect Grammar 
perfect Meaning 

and very high BLEU score.
But it is not good simplification!

low Simplicity high BLEU
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Machine Translation

Bilingual
(Paraphrase =)
Monolingual

naturally available
parallel text a lot much less

sensitive to error less more

objective straightforward sophisticated

standard metric BLEU etc. SARI and ?

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze Chen, Chris Callison-Burch. “Optimizing Statistical Machine Translation for Simplification”  in 
TACL (2016) 



Thank you
 

Sponsor: National Science Foundation 
Data and code available at https://cocoxu.github.io/   

Questions?

I am looking for PhD students and post-docs. 
Email me!  Wei Xu @ Ohio State University

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze Chen, Chris Callison-Burch. “Optimizing Statistical Machine Translation for Simplification”  in 
TACL (2016) 



Newsela Dataset (TACL ’15)

Wei Xu, Chris Callison-Burch, Courtney Napoles. “Problems in Current Text Simplification Research: New Data Can Help”  TACL 
(2015)  

every article at 5 levels of simplification  
total 50k+ sentences, written by trained editors, comes with comprehension quizzes


