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Introduction 

Firgure from @https://www.youtube.com/watch?v=YoVek79LFe0



Introduction 

Firgure from @https://www.cs.princeton.edu/~smalladi/blog/2024/04/04/dataselection/



Preliminary



Preliminary



Preliminary



Method Overview



Step 1

Delve into Method

During step 1, we compute



Step 2

Delve into Method

During step 2, we compute



Step 3

Delve into Method



Method Revisit



Separation slide
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Experimental Setup
• Instruction Tuning Datasets
• Evaluation Datasets
• Models Used
• Selection and Training Procedure
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Datasets Used for Instruction Tuning

• LESS used a mix of instruction datasets covering a variety of tasks and 
reasoning, ~ 270k total points

• No obvious in-domain data for target queries included here
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Evaluation Datasets

• 3 different datasets used to simulate real-world instruction tuning needs
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• Models used
• Llama-2 (7B and 13B)
• Mistral-7B

• LESS-T
• Transfer setting
• Tests data selection efficiency by using a smaller model 

(LLAMA-2-7B) to select data for larger models.
• Warmup training on 5% of full dataset
• Warmup and final training conducted w/ LoRA

Models Used
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Selection and Training Procedure

• Warmup LoRA Training of randomly selected 5% of data
• Compute Gradient Features (Construct gradient datastore)
• Score Datapoints
• Final Training on Top 5% Scored Data
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Results
• Performance Metrics
• Comparison w/ Baselines
• Transferability
• Efficiency and Interpretability
• Qualitative Analysis
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Results- Performance Metrics

• LESS beats random selection for all models and tasks, does well on challenging 
tasks like TYDIQA and BBH

• Underlined numbers show when LESS beats using the full dataset
• Filters out irrelevant data
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Results- Comparison w/ Baselines

• Baselines Used (5% used for each)
• Random selection
• Best Matching 25 (word frequency stats for data ranking)
• DSIR (n-gram feature weighting)
• RDS (model-based representation features)

• LESS beats all baselines
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Results- Transferability

• Works well across three models tested
• LESS-T

• Uses smaller model gradients for selection
• Does comparable to, and sometimes beats, full-model selection (LESS)
• Saves computational resources- gradient features calculated on smaller scale but 

generalizes well
• Takeaway- small models can effectively select data for other models in pre-training
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Results- Efficiency

• N: Number of epochs, |D|: Dataset size, d: Projected Gradient Dimension
• Gradient store (bottleneck) is reusable across tasks without recomputation

• Only needs to be done once per dataset
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Qualitative Results- Interpretability



25

Qualitative Results- Interpretability

• Interpretability
• LESS selects examples based on reasoning similarity, not superficial similarities

• In TYDIQA (multi-lingual), LESS selects English examples that match the 
task despite different language
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Results- Is Warmup Training Neccessary

• Left: Vanilla gradients (no warmup training), Right: Gradients from LoRA models
• Performance increases with size of |Dwarmup|
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Results- Varying Gradient Projection Dimension

• Left: Average of three datasets, Right: Dataset Breakdown
• On average, increasing gradient projection dimension improves performance
• This comes at a larger computational cost
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Takeaways
• LESS’s targeted data selection for instruction tuning achieves competitive 

performance with only 5% of training data
• Gradient similarity approach performs well across tasks and model sizes
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