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Demix

● Goal: make LLM modular
● Benefits of modular LLM?
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● Goal: make LLM modular
● Benefits of modular LLM?

○ Easy to adapt to new domain without 
forgetting the old knowledge

○ Easy to remove or restrict access to 
domains that LLM has learned



Demix

● Goal: make LLM modular



Demix at training

● Split the corpus by domain
● Train each expert on one domain
● Each expert is a FFN

t: time step
l: layer
d: domain
j: expert id



Demix at inference
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Domain posterior

Estimate by each 
expert LM Domain prior?
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Domain posterior

* Pick 100 sequences from the dev data from a 
domain to compute the domain prior
* The prior is computed at the end of each 
sequence
* This prior is fixed/cache in inference

Cached 
prior

Domain 
prior



Domain posterior

LLM 
objective

Domain 
posterior

Domain 
prior

(+) Parameter free routing
(-) Require to have access a small 
amount of data in the test domain





Key idea: Train an ensemble of LLMs in parallel then merge to 
eliminate the GPU communication in training

Model Model Model Model

GPU:0 GPU:1 GPU:2 GPU:3

Distributed data parallelism

Compute gradients then 
synchronize

One training 
step

One minibatch 
from the corpus



Key idea: Train an ensemble of LLMs in parallel then merge to 
eliminate the GPU communication in training



ELMFOREST

Key idea: Train an ensemble of LLMs in parallel then merge to 
eliminate the GPU communication in training



Ensembling the ELMFOREST

Domain 
posterior

The efficiency depends on the sparsity of the domain posterior



Average ELM parameters
Averaging operator



The Branch-Train-Merge Iteration
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The Branch-Train-Merge Iteration

Train the new experts on new data domain



The Branch-Train-Merge Iteration



The Branch-Train-Merge Iteration

weighted average the weights of existing exports 
according to the domain posterior on the new data

new expert domain posterior



Experiments

● Baselines:
○ DEMix
○ TRANSFORMER-LM: using distributed data parallelism to train one model on the whole 

dataset
● Dataset:

○ 16 domain dataset: Consists of 8 training and 8 evaluation domains
○ 80 domain dataset: Consists of 64 training and 16 evaluation domains

● All models use the GPT-3 architectures: 
○ 125M (small), 350M (medium), 750M (large), 1.3B (xl)







BTM Incremental Training



Experiments - Ensemble Comparison



Parameter Averaging



Parameter Averaging



Different initialised models used for next experiments

Random Ensemble (seed init) A set of LMs trained on random data splits, to assess the effect of 
removing the domain specialization of ELMs. We first pool the training and development sets of 
our 8 train domains and divide into 8 random data splits, then execute the BTM procedure on 
those random splits, dedicating 50% of training to the seed phase 

ELMFOREST (random init) An ELMFOREST trained with BTM where all ELMs are randomly 
initialized, to assess the effect of seed training. This is equivalent to setting the seed training 
compute budget to zero updates. We fix the random initialization across models. 

ELMFOREST (seed init) The ELMFOREST setting of §4, which follows the BTM training proce- 
dure on the 8 train domains, and splits the compute budget such that 50% of the updates are 
dedicated to seed training and 50% to branched ELM training. 



Importance of seed training in BTM and not just a collection of several random ensembles 



ELMForest Ensemble with different levels of seed Training 



Seed Training with varying compute for parameter averaging



BTM is robust to seed training corpus



For next set of experiments

TRANSFORMER-LM - 1.3B parameter transformer LM, trained for 6144 GPU hours (with 128 GPUs) on 
all 64 domains 

ELMFOREST - 40% of GPU Hour training compared to Transforner LM - 75% seed training and 25% 
branched training 



Performance Comparison



Sparse Activation in Training/Evaluation




