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Summary
● Motivation

○ LLM breakthroughs have focused only on a few data-rich languages
○ There exists a wide language gap

● Contributions
○ Introduces the Aya training mix, broadening coverage to 101 languages: more than 

double that of previous work and half of which are low-resource
○ Extensive multilingual evaluation, data ablations, safety mitigation, toxicity and bias 

analysis
○ Aya model: open-source multilingual instruction-finetuned LLM with diverse linguistic 

representation



The Aya Model



Data

● 6 language categories (0-5) as per Joshi et al. [2020] based on availability of labeled and 
unlabeled data

● Out of 101 languages: 23% higher-resourced, 23% mid-resourced and 53% 
lower-resourced.



Data

1. Multilingual templates 
2. Human Annotations 
3. Augmentation via automatic translation
4. Synthetic data generation



Data: 1) Multilingual Templates

What is a prompt template?

Structured text that transform specific NLP datasets into instruction and 
response pairs



Data: 1) Multilingual Templates- xP3x Dataset

●

● xP3x Dataset
○ Extends xP3 from 86M examples across 46 languages and 13 tasks to 

680M examples across 277 languages and 16 tasks
○ Use a subset of xP3x: 101 languages that mT5 is trained on and further 

prune



Data: 1) Multilingual Templates- xP3x Dataset

● Pruning xP3x: large-scale human auditing process
● At least two reviewers inspect every template and recommend templates for removal if 

: 
○ instructions paired with very short or empty generations
○ prompt templates that are slightly edited versions of another prompt template 
○ samples with grammatical or structural errors



Data: 1) Multilingual Templates- Data Provenance 
Collection

● Uses filters from the Data Provenance Initiative to select publicly available supervised 
datasets with commercially permissive licenses 

● Focus on high-resource language datasets with prompt and task diversity



Aya Dataset and Aya Collection



Data: 1) Multilingual Templates- Aya Collection template 
subset

● 114 languages
● 3 main tasks
● 44 templated 

instruction datasets
● 19 translated 

datasets
● 513 million 

instances

● Post filtering: 51 
languages 

● 34 datasets
● 18.9 million 

instances



Data: 2) Human Annotations- Aya Dataset

● 65 languages 
● 204K instances

● Post filtering: 64 
languages

● 199.5K instances



Data: 3) Automatic Translation, Aya Collection translated 
subset

● Explore translation as a data augmentation technique to diversify the data collection
● Translated data subset of Aya Collection: 19 datasets, 93 languages
● Translations were created using NLLB
● Randomly sample a subset of up to 3,000 instances for each language for each dataset 

to avoid overfitting to translated data



Data: 4) Synthetic generation- ShareGPT-COMMAND

● Synthetically generated and machine translated dataset spanning 93 languages
● Human annotated prompts from ShareGPT with synthetic English completions 

from Command
● Do not use the original completions from ShareGPT 
● Filter any prompt that contains URLs, is longer than 10,000 characters, or contains 

non-English languages
● Produce responses using Command
● Leverage NLLB to translate the dataset 



Data Sampling Ablations

● Source level sampling
● Dataset level sampling



Baselines

● mT0: 46 languages, fine-tunes a pre-trained mT5 model (same as Aya) on 
xP3 dataset

● BLOOMZ: 46 languages, fine-tunes BLOOM-176 on xP3
● mT0x: they fine-tune mT5 on xP3x which extends xP3 to 101 languages
● Bactrian-X: 52 languages, LLaMA-13B model fine-tuned on the Bactrian-X 

dataset 
● Okapi: 26 languages, language-specific models based on pre-trained 

BLOOM-7B and LLaMA-7B fine-tuned via SFT+PPO.



Evaluation Methods

1. Completely unseen discriminative tasks (zero-shot evaluation)
2. General purpose language understanding (five-shot evaluation)
3. In-distribution tasks by using validation/test splits for the corresponding datasets 
4. Human evaluation of preferences 
5. LLM simulated win-rates 



Evaluation Methods

● evaluation extends coverage to 99 of the 101 languages Aya has been trained 
on 

● majority of tasks still cover only 10–15 languages
● often overlapping and skewed towards higher- or mid-resourced languages



Discriminative Tasks

● Coreference Resolution, Sentence Completion and Natural Language Inference
● XWinograd 
● XNLI
● XCOPA
● XStoryCloze
● multilingual MMLU: ChatGPT translated version of English MMLU into 31 

languages to evaluate general language understanding



Generative Tasks

● Translation, Summarization, QA
● FLORES-200 (devtest)
● XLSum (valid)
● TydiQA GoldP (valid)
● Compared Aya models to only mT0x since mT0 and BLOOMZ include the 

evaluation splits in finetuning, and Bactrian-X does not include all languages 
evaluated in FLORES-200.



Human and LLM Preference Evaluations

● Aya-human-annotated test set: open-source test set from the Aya Dataset containing 
native speaker annotations from 7 languages 

● dolly-machine-translated test set: held-out test set from the Dolly-15k dataset translated 
into 101 languages with the NLLB model. Consists of 200 prompts curated by annotators to 
avoid culturally specific or geographic references

● dolly-human-edited test set: improved versions of the machine-translated test set for 6 
languages that were post-edited by humans to correct any possible translation issues. 



Human Evaluation Protocol

● 7 languages: Serbian, Russian, Hindi, French, Arabic, Spanish, English
● Professional annotators to choose preferred completions for 

dolly-human-edited test set and original English Dolly test
● Each pair of generations is rated once, ties are allowed but discouraged
● Also collect qualitative feedback on frequent error patterns or generation 

artifacts
● To establish human label variance measures a subset of examples is 

annotated twice



 Human Rater Variance 



Simulated Preferences
● Use GPT-4 as a proxy judge on the 200-sample dolly-machine-translated test 

set that is held out from the training mixture



Simulated Preferences

● Measure pairwise win rates between Aya models and mT0 and mT0x on 10 
languages from the dolly-machine-translated test set

● For languages where there is dolly-human-edited coverage, default to these 
● To compare the Aya model with Bactrian-X, since Bactrian-X is finetuned 

using all the Dolly prompts translated into 52 languages, use 
aya-human-annotated test sets in 5 languages instead



Preference Evaluation Examples



Results











Safety Mitigation




















