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5. Results

Evaluations:

● Pre-trained model

● Post-trained model

● Safety characteristics
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5. Pre-trained Models

Robustness

Performance can be sensitive to arbitrary changes in problem setup.

● few-shot label bias

● label variants

● answer order

● prompt format

MMLU 

Dataset
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5. Pre-trained Models

Adversarial Benchmarks

Tests performance on tasks designed to be challenging

● question answering - Adversarial SQuAD and Dynabench SQuAD 

● mathematical reasoning - GSM-Plus

○ A robe takes 2 bolts of blue fiber and half that much white fiber. If each bolt of fiber costs $5 but there's a special discount today that reduces 

the price of each bolt by $2, how many bolts in total does it take to make the robe?

● paraphrase detection - PAWS

Compare performance on an adversarial dataset to a normal dataset
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5. Pre-trained Models

Contamination Analysis

● Determine how much benchmark scores are influenced by data in pre-training corpus

● Estimated performance gain from contaminated over clean portions of a dataset

● An example of a dataset is contaminated if a ratio of its tokens overlap an 8-gram in the 

pre-training corpus

● The threshold for the contamination ratio is picked for each dataset to showcase the 

maximum performance gain 
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5. Post-trained Models

Evaluate our models on a range of benchmarks for zero-shot tool use
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5. Safety

● Pre-training

● Safety finetuning

● Red teaming

● System-level safety
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5. Safety

Benchmark Construction

● risk categories from the ML Commons taxonomy of hazards

● collect human-written prompts for each category

● 4000 per category, single- and multi-turn

Safety finetuning

● optimize for violation rate and false refusal rate (for borderline prompts)

● safety DPO
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5. Safety

Uplift testing - does LLM usage provide greater threat than already existing 

technology like web searching

● No significant uplift for a cybersecurity challenge for experts or novices

● No significant uplift for chemical/biological weapon creation

● Similar to a study done by OpenAI, which also did not find statistically 

significant results
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5. Safety

Red Teaming

● Adversarial testing

○ hypothetical scenarios, refusal suppression, gradually escalating

● Multilingual

○ mixing languages, language-specific slang
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5. Safety

System-level safety

● Train Llama Guard 3 on 13 hazard categories

○ Training data: English data from previous iteration, multilingual, tool use



6. Inference

To make the inference with Llama 3 405 B model more efficient, two methods are used:

● Pipeline Parallelism

○ Parallelize the model inference using BF16 precision 

across 16 GPUs on two machine

○ Evaluate the effect of using two micro-batches in 

inference both during the K-V  cache pre-filling stage 

of inference and decoding stage (4096 input tokens 

and 256 output tokens).
micro-batching improve the inference throughput 

with same local batch size. 

Llama 3
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6. Inference

● FP8 Quantization

○ Apply FP8 quantization in most parameters and 

activations in the feedforward network layers, which 

account for almost 50% inference time.

○ Using dynamic scaling factors to improve the 

accuracy and set the upper bound to 1200 to prevent 

the error caused by high scaling factor in decoding

○ Don’t apply quantization in first and last layer in 

Transformer.

○ Use row-wise quantization
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6. Inference

● FP8 Efficiency Evaluation

○ throughput- latency trade-off of using FP8 in pre-

filling stage and decoding stage with using 4096 input 

tokens and 256 output tokens.

○ 50% improvement of throughput during pre-filling and 

better throughput during decoding
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7. Vision Experiments

Data Preparation 

● Image-text pairs with four steps preprocessing:

○ Quality filtering: remove non-English and low-quality data blow certain CLIP score

○ De-duplication: Compute 512-dimensional representation of images using SSCD model and perform nearest neighbor search using 

those embeddings and using connected-components algorithms to maintain on image-text per connected component 

○ Resampling: Construct  a vocabulary the n-grams of high quality data and compute the frequency of each vocabulary n-gram in the 

dataset, if the frequency of the n-gram in caption is less than T, then we keep it.  Otherwise, independent sampling each of n-grams in the 

caption with probability of √T/fi  , where fi  is the frequency of n-gram

○ Optical Character recognition: Extracting the text written in the image and concatenate it with the caption

● Transcribing documents: render pages from documents as images and paired images with their respective text

● Safety: media-risk retrieval method to identify and remove the image-text pairs that to be NSFW and blurring the face in the image

● Annealing Data: Resampling the image-caption pair based on the n-grams to smaller datasets and argument the dataset using additional 

source: visual grounding, screenshot parsing, question-answer pairs, synthetic captions

Image Data
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7. Vision Experiments

Data Preparation 

● Contain videos with an average duration of 21 seconds and a median duration of 16 seconds and most video 

duration is under minutes and spatial resolution varies between 320p and 4K

○ Filter and clean the associated texts to ensure a minimum length and fixing capitalization

○ Use language identification models to filter non-English texts

○ OCR detection modes to filter out video with excessive overlaid text

○ Use CLIP to ensure the video-text alignment

○ Filter out data with static or low motion using motion-score based filtering

○ Don’t apply another any filter on visual quality of video

Video Data
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7. Vision Experiments

Model Structure 

Three Main components:

● Image encoder: 

○ ViT-H/14 variant of image encoder. 

○ Images are split in to 16*16 patches

○ use multi-layer feature extraction from 4th, 8th, 16th, 24th and 31st layer to the 

final layer

○ Insert 8 gated self-attention layer prior to pre-training of the cross attention layer

● Image Adaptor:

○ cross-attention layer between the visual token and text token.

○ Apply after every fourth self-attention layer in the core language model 

○ Pre-trained using 6B image-text data from image dataset  and 500 M image-text 

data form annealing dataset for annealing model

● Video Adaptor: Split the video to frames uniformly and each frame are processed 

by image encoder

○ 32 consecutive encoded frames are merge into on using temporal aggregator

○ Add additional video cross-attention layers before every fourth images cross 

attention layer
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7. Vision Experiments

Model Scaling 

● To train smaller model which has 8B and 70 B parameters, it is efficient to use a combination of data and 

tensor parallelization and use pipeline parallelism to train the model 

● Three challenges to train at this scale:

○ Model Heterogeneity: More computation is performed on some images tokens other than text tokens, 

causing the probability of scheduling the pipeline parallelism. And address this issue by ensuring each 

pipeline stages have five layers: four self-attention layers in language backbone and a cross-attention 

layer and replicate the image encoder on all pipeline stages

○ Data Heterogeneity: On average, images have more tokens than the associated text, therefore the 

cross-attention layer need more computational time compared with self-attention layers. Address this 

issue by introducing sequence parallelization in image encoder so that each GPU can process same 

amount of tokens

○ Numerical Instabilities: Gradients accumulation in bf16 lead to numerical instabilities. Therefore 

perform gradient accumulation in FP32.
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7. Vision Experiments

Pre-training

● Image:

○ Initialize the weights of Language Model and vision encoder, and vision encoder’s weight keep unfrozen 

during the training.

○ First train the model using 6B image-text pairs and images are resize to 336*336 pixels

○ Global batch with size 16834 and initialize learning rate 10*10-4 with weight of decay 0.01.

○ After the base pre-training increase the image resolution further and train the model with the same 

weights for annealing dataset with re-initialized optimizor learning rate = 2*10-5

● Video:

○ Using the same strategy from the based pretrain and annealed image encoder 

○ Add and initialize randomly the video aggregator and video cross-attention layer with frozen all other 

weights and pre-train them in video-text pair data

○ Using the same training parameters similar to image training
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7. Vision Experiments

Post-training: To boost the performance of human preference evaluation

● Supervised Fine-tuning:Involves further training the pre-trained model on a curated set of human-

annotated data or synthetic data (images, videos) to improve performance in specific tasks like multimodal 

conversation, image recognition, and language understanding

● Reward Modeling:Trains a reward model using human-annotated preference data to rank outputs (edited 

>chosen > rejected). This helps the model learn to prioritize higher-quality responses, improving the 

alignment with human preferences

● Direct Preference Optimization:Further train the vision-adapters with DPO using the preference data.

● Rejection sampling: Use the rejection sampling to generate the missing explanations for examples that 

lack of chain-of-thought explanations and boosts the model’s reasoning ability.

● Quality Tuning: curate a small dataset SFT where all the samples have be rewritten and verified. And train 

the model after DPO process with this small dataset to improves human response quality 



Llama 3

7. Vision Experiments

Results:

● Image:

Outperform GPT-4 on VQAv2 and TextVQA
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7. Vision Experiments

Results:

● Video
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8. Speech Experiments

Data - Speech Understanding

● Pre-training Data: Curate a 15M hours of speech recordings for various Language

● Speech recognition and translation Data: 230K hours of manually transcribed speed 

recordings for 34 languages and 90K hours translation: from English to 34 languages and from 

34 languages to English

● Spoken Dialogue Data: Synthesize 25K hours of responses for speech prompts by asking 

language model to answer transcripts of speech prompts
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8. Speech Experiments

Data - Speech Generation

● Text Normalization Data: 55K pairs of written-form and corresponding speech form text for wide range of 

semiotic class

● Prosody Modeling Data: 50K hours TTS data paired by transcripts and audio recorded by professionals



8. Speech Experiments

Model Structure 

● Speech Understanding:

○ Speech Encoder: Conformer with 1B 

parameters.  The input to the model 

consist of 80-dimensional mel-

spectrogram features and be processed 

by a stride-4 stacking layer and a linear 

projection to reduce the frame length to 

40ms. And the results will be process 

by an encoder with 24 Conformer 

layers.

○ Speech adapter: Contains about 100 M 

parameters and composed of a 

convolutional layer, a rotary 

Transformer layer and a linear layer to 

map and match the output dimension of 

the language model embedding layer

Llama 3
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8. Speech Experiments

Model Structure 

● Speech Generation

○ Text normalization: context-aware 

transformation from written-from text 

into corresponding spoken form using 

LSTM-based sequence-tagging model

○ Prosody modeling:Decoder-only 

Transformer based Prosody model to 

enhance the naturalness and 

expressiveness of speech synthesized 
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8. Speech Experiments

Training 

● Speech understanding

○ Speech pre-training: Pre-train the 

speech encoder using BEST-RQ 

algorithm

○ Supervised fine-tuning:Decoder-only 

Transformer based Prosody model to 

enhance the naturalness and 

expressiveness of speech synthesized

● Speech Generation:

○ Training: Using lookahead mechanism 

casual masking to facilitate steamability 

in speech synthesis

○ Inference: Same mechanism and 

masking method are used to ensure the 

consistency between training and 

inference
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8. Speech Experiments

Results:

● Speech understanding- Speech Recognition
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8. Speech Experiments

Results:

● Speech understanding-Speech Translation
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8. Speech Experiments

Results:

● Speech understanding-Spoken question answering
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8. Speech Experiments

Results:

● Speech understanding-Safety
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8. Speech Experiments

Results:

● Speech Generation - Text Normalization
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8. Speech Experiments

Results:

● Speech Generation - Prosody Modeling



Thanks for Listening!

Georgia Tech, Atlanta


