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Background

● We’ve studied various ways of using preferences to align LLMs
○ RLHF, DPO, SimPO, etc.

● Each paper claims to be superior to simple supervised fine-tuning (SFT)
● This paper looks at SFT itself, considering how we can improve fine-tuning on 

preference data without an additional reference model
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Why supervised models?

● Reference models have some disadvantages
○ More parameters to train 
○ More hyperparameters to tune
○ System is more complex – room for error and overfitting
○ Unstable

● Supervised tuning has some advantages
○ Greatly helps with convergence to alignment results by increasing the probability of desired 

tokens
○ Prior work shows that this is crucial to the success of RL/direct preference optimization models

● … but supervised tuning also has some disadvantages
○ While probability of desired tokens is increased, this causes undesirable styles
○ Prior work attempts to fix this by altering dataset composition, but there is a gap in theoretical 

approaches 
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Why does SFT lead to undesirable styles?

● Motivation: we want to prioritize generation of 
relevant tokens, but penalize generation of 
undesirable styles

● Cross-entropy loss is common for SFT
● But we run into limitations when dealing with 

preference data
● CE loss only considers the accepted response

○ Does not penalize characteristics of rejected responses
● In a pilot study, the authors found that CE on only 

the accepted responses also decreases loss on 
the rejected responses

(Cross entropy loss)



Key idea: Odds Ratio Preference Optimization (ORPO)



Preliminary: Odds

● Key idea: analyze the odds that a token is 
generated

● Odds is the ratio of probability that a token 
is generated vs. not generated

● Odds(y|x) = k means that y is k times more 
likely to be generated than not



Key idea: Odds Ratio

● Motivation: we want to prioritize generation 
of relevant tokens, but penalize generation 
of undesirable styles

● Ratio between winner/loser odds 
determines loss

○ Odds of winner increases = loss decreases
○ Odds of loser increases = loss increases

● Used as a penalty term added to the original 
SFT loss function



Discussion: Why do we need odds ratio?

● Cross-entropy prioritizes tokens from the 
accepted responses

● The odds ratio helps the model to correctly 
penalize undesirable characteristics of 
rejected responses

● What might go wrong if we changed L_OR 
to just penalize the odds of the rejected 
response?
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Datasets - HH-RLHF



Datasets - Binarized UltraFeedback



Reward Models

RM-350M: OPT-350M model trained for the reward model for PPO

RM-1.3B: OPT-1.3B model to compare and assess the finetuned generations of 
the models



Evaluation using GPT-4 as the evaluator

Base model: text-davinci-003 Base model: GPT-4



Evaluation using GPT-4 as the evaluator

Evaluate models in a multi-turn setting with hard questions
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Results

Phi-2 + ORPO only uses UltraFeedback results



Results

Llama-2 + SFT and Llama2 + SFT + DPO yields non-evaluable outputs due to limited data
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Zephyr models are fine-tuned with SFT on 20K UltraChat and DPO on the full UltraFeedback



Results

Trained on UltraFeedback-cleaned with TruthfulQA contaminated prompts removed



Multi-turn Instruction Following

Evaluated using MT-BENCH



Multi-turn Instruction Following

ORPO models are not exposed to the multi-turn conversation dataset during training

Evaluated using MT-BENCH



Win Rate rated by RM-1.3B
HH-RLHF



Win Rate rated by RM-1.3B
HH-RLHF

UltraFeedback



Reward Distributions

Low expected reward of RLHF shows instability and mismatch between RM-350M and RM-1.3B



Reward Distributions

ORPO shows higher expected rewards, indicating that ORPO tends to fulfill the aim of preference 
alignment



Reward Distributions



Lexical Diversity

Using Gemini-Pro (max context length of 2048) to embed output from 
instruction-tuned models:



Lexical Diversity

Using Gemini-Pro (max context length of 2048) to embed output from 
instruction-tuned models:

K = 5, N = 160



Lexical Diversity

Per Input Diversity (PID)



Lexical Diversity

Per Input Diversity (PID)

DPO tends to have a smoother logit distribution



Lexical Diversity

Across Input Diversity (AID)



Lexical Diversity

Across Input Diversity (AID)

Claims that “ORPO triggers the model to generate more instruction specific responses than DPO”
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Discussion

Logits for the tokens in the disfavored responses are overly suppressed when the model is not adapted 
to the domain

During finetuning, the ratio term will become larger as the unwanted generation logits become 
minimized. 

An overly extreme contrast could lead to the unwarranted suppression of logits for tokens in disfavored 
responses within the incorporated setting, potentially resulting degeneration
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Minimizing Odds Ratio Loss

Finetuning on HH-RLHF ORPO Training

Similar log probability of chosen responses shows that ORPO preserves the 
domain-adaptation role of SFT

Increasing log-odds ratio and decreasing log-probabilities of rejected responses shows 
preference optimization



Computational Efficiency

ORPO is more efficient than DPO and RLHF as SFT and Preference Optimization 
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Computational Efficiency

ORPO is more efficient than DPO and RLHF as SFT and Preference Optimization 
and done jointly

DPO and RLHF require two supervised finetuning models: reference model and 
finetuned model

Two forward passes are also calculated to acquire the logits of the accepted and 
rejected responses

ORPO only needs 2 total forward passes as a reference model is not required



Not certain that ORPO is better than other Preference Optimization Methods


