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Reinforcement Learning from Human Feedback 
(RLHF) facilitates the alignment of large 
language models with human preferences 

Purpose of RLHF



Reinforcement Learning from Human Feedback (RLHF) 

PPO



RLHF - 
Optimization

DPOPPO

SimP
O CPO

RRHFDiscussion: 

Among these five techniques, which one in your 
opinion is the most similar to RRHF?



Pre-labeled
input

Prompt 
Response ratio 

Explicit
Reward function

Online v.s. 
Offline

Reference 
Model

PPO  > 2 Reward function Online Yes
DPO 2 Log-likelihood Offline No
SimPO 1 Log-likelihood Offline No
CPO 2 Contrastive loss Offline No
RRHF >> 2 Log-likelihood Both No
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RRHF
• 1. samples responses from various sources

• responses can be sourced from a wide range of origins including model-generated 
responses such as those from the model itself, ChatGPT, GPT-4, as well as pre-existing 
human-authored high or low-quality responses. 

• 2. Compute normalized log probability for responses



• 3. Ranking loss
• The scores are then matched orders with those from the human preference reward model or 

human preference labels by ranking loss 

• 4. Cross-entropy loss 

• 5. Total loss = L_rank + L_ft (unweighted)
• L_rank: learn from order
• L_ft: learn from best-ranked response

Q. What kind of extra steps do you see if we 
want to employ the weighted loss?



RRHF (Rank Responses to align Human Feedback)



Advantages

• Simplified training pipeline
• Stability

• Dependence on High-quality 
human ranking and diversity of 
responses.

• Limited exploration of new 
responses (common to offline 
approach)

Disadvantages



Experiment setup

• Dataset
o Helpfulness and Harmlessness 

(HH) dataset
o Crowdworkers rank on 

helpfulness and harmfulness of 
the response given.

• Proxy Reward Model
o        Dahoas/gptj-rm-static

• Models
o Llama-7B

§ w/o instruction-tuned
o Alpaca-7B, Alpaca-7B SFT



Experiment setup

• Sampling Policy
o Parameters:

§ Beam Size: 4, Diversity 
Penalty: 1.0, 
Temperature: 0.8, Top-p: 
1.0

RRHF

o Device: 
§ 8 80GB NV A100 
§ 4-6 h(Offline)/ 30h (Online) 



Diverse Beam Search

DIVERSE BEAM SEARCH: DECODING DIVERSE SOLUTIONS FROM NEURAL 
SEQUENCE MODELS https://arxiv.org/pdf/1610.02424Ashwin K Vijayakumar , Michael Cogswell , Ramprasath R. Selvaraju , Qing Sun Stefan Lee , David Crandall & 

Dhruv Batra

https://arxiv.org/pdf/1610.02424


Experiment setup

• Baseline: PPO
o Balance Explore and Exploit



Auto Evaluation

• perplexity (gpt2-medium)
•  average reward score 
(Dahoas/gptj-rm-static)



Human Evaluation
330 pairs: Total comparisons

• 110 pairs: RRHF vs. good

• 110 pairs: RRHF vs. PPO

• 110 pairs: RRHF vs. RRHFIP-2

• 30 pairs: For agreement

• 300 pairs: For scores

• 130 pairs: Labeled per worker

• 100 random + 30 common

• 57.7%: Same annotations

• 84.4%: No contradiction



More results
• RRHF DP results in 

behavior that aligns well 
with the Dahoas/gptj-rm-static 
criteria.

Use as a Reward Model:



Ablation
• Iterate more helps

• well-performed 
models have small 
standard errors

• average reward 
scores of the learned 
model are close to 
the average of the 
max reward scores of 
generated samples 
used in training



Ablation
That sounds great! I 
appreciate your help. 
Thanks for your help! 
You’re welcome! I’m glad 
I could help. 
If you need any more 
help, please let me 
know. 

Online Technique require:
a) Additional store of reference 

model
b) Additional training time
c) Hyperparameter on KL weight



Best-of-n Learner

New Objective:



Womba
t
• Wombat Model:

o Base on Alpaca
o Train cost: 4 hour with 8 A100

• Methodology: 
o Used ChatGPT as the reward function (score on Relevance, Correctness, Coherence, and 

Safety)
o Employed Alpaca prompts as sampling queries to generate responses. 
o ρ1, ρ2 are generated by ChatGPT, ρ3 is generated by text-davinci-003, ρ4 is generated by 

LLaMA and ρ5 is generated by Alpaca.

•  Evaluation: 
o Used the Vicuna test set, which includes 80 questions, to evaluate and compare the abilities 

of Wombat with Alpaca and ChatGPT.

Alpaca (ChatGPT) is trained by Alpaca prompts with ChatGPT responses



Wombat?

• Appendix IMDB Sentiment



Wombat

• Examples



Comment: organization
• Abstract

o 1st Mention of wombat

• Intro
o Mention use GPT response 

• Related Work

• Approach

• Experiment
o Sampling policy
o Results
o Ablations
o Wombat

• Analysis & Discussion
o Compare RRHF with other 

RL
o Best-of-N learner

 

• Abstract

• Intro
o 1st Mention of  wombat
o Mention use GPT response

• Related Work

• Approach

• Experiment
o Sampling policy
o Results
o Ablations(with online sampling)

• Analysis & Discussion
o Explain RRHF with Online Sampling
o Best-of-N learner
o Learn a ChatGPT-like model using 

RRHF

• Appendix
o IMDB Sentiment (no model name 

mentioned)
o Wombat examples

 
V1 V2 V3

• Abstract

• Intro
o 1st Mention of wombat
o Mention use GPT response

• Related Work

• Approach

• Experiment
o Sampling policy (with SP)
o Results (mention best of n)(with SP)
o Ablations(with online sampling)

• Analysis & Discussion
o Explain RRHF with Online Sampling
o Explain Best-of-N learner
o Learn a ChatGPT-like model using 

RRHF

• Appendix
o IMDB Sentiment(no model name 

mentioned)
o Wombat examples

 



More on PPO
PPO

Generalized 
Advantage Estimation 
(GAE)

γ: Discount factor, which reduces the 
weight of future rewards.
λ: A smoothing factor for reducing 
variance in the advantage estimates.

Value Model

Temporal difference 
(TD) error

intractable


