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• SimPO:

• No need of reference model
• Intuition: The reward being optimized during DPO training and the generation metric used 

for inference is different

• Solution: Employs an implicit reward formulation that directly aligns with the generation 
metric



This paper: Relation to SimPO

• Contrastive Preference Optimization (CPO):
• Shares a similar reference-free preference learning framework with SimPO
• Key differences

• Objective: CPO focuses on machine translation (MT) tasks, while SimPO targets more general 
tasks

• Intuition: In MT tasks, the authors of CPO found that human-written reference data is often 
inferior in quality compared to system-generated translations
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CPO-related work timeline

• Translation LLM: Advanced Language Model-based trAnslator (ALMA) 
• Paradigm Shift in Machine Translation: Boosting Translation Performance of Large Language 

Models (ICLR 2024)

• Contrastive Preference Optimization (CPO) & ALMA-R model
• Contrastive Preference Optimization: Pushing the Boundaries of LLM Performance in Machine 

Translation (ICML 2024)

• CPO-SimPO
• GitHub repo: A new training approach combining objectives of CPO and SimPO
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https://arxiv.org/abs/2309.11674
https://arxiv.org/abs/2309.11674
https://github.com/fe1ixxu/CPO_SIMPO


Takeaway 1

• CPO shares the same reference-free idea of SimPO, and their objectives can be 
combined to a even better objective
• They’ve published the source code
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Gold or Gilded? Scrutinizing Gold Reference Quality

• Goal: Based on FLORES-200 dataset, evaluate its gold references and translation 
outputs from ALMA13B-LoRA2 and GPT-4.

• Approach: Use reference-free evaluation frameworks to rank and compare the 
gold references and system-generated translations
• Evaluate the quality of a MT system's output without using human-produced reference 

translations for comparison
• Model-based frameworks: two latest and largest reference-free models, each with a 10B 

parameter size
• KIWI-XXL, XCOMET
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Gold or Gilded? Scrutinizing Gold Reference Quality

• Scope: 5 English-centric language pairs, covering both translations from and to 
English (German (de), Czech (cs), Icelandic (is), Chinese (zh), and Russian (ru))

• Prompt: 
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Gold or Gilded? Scrutinizing Gold Reference Quality

• Metrics: Average evaluation scores + win ratio (model outputs surpass the gold 
standard references) 

• Observations?
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Gold or Gilded? Scrutinizing Gold Reference Quality

• For the average performance of translation models in xx→en, system-generated 
translations significantly exceeds the human-written references

• In the en→xx direction, while the overall performance between the translations 
from reference and two systems is comparable, approximately 40% are still 
deemed superior to the reference translations
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Takeaway 2

• Human-written references are not good enough -> we do not want our model to 
merely mimic (be fine-tuned) the gold references
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Contrastive Preference Optimization – Preference data 
construction

• Preference data construction
• Use the same setting in the previous evaluation: based on FLORES-200, use the two 

reference-free eval frameworks to rank (1) reference, (2) GPT-4, (3) ALMA translations based 
on average performance scores

•  
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Contrastive Preference Optimization – Objective

• Idea 1: Starting from the DPO objective, get rid of the reference policy term
•  Consider the weakest policy and the ideal policy: 

• Weakest: A uniform prior U (for a given x, predict the same score for all y)
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Contrastive Preference Optimization – Objective

• Idea 1: Starting from the DPO objective, get rid of the reference policy term
•  Consider the weakest policy and the ideal policy: 

• Weakest: A uniform prior U (give all x the same prediction)
• Ideal: Predicts 1 for the preferred translation 

• The objective of the weakest policy gets rid of references (what we want), while the ideal 
policy is what we target

• How to build the connection between the two objectives?

14



Contrastive Preference Optimization – Proof 1

• The DPO loss of the ideal policy              is upper-bounded by
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The ideal policy predicts 1 for the 
preferred translation 



Contrastive Preference Optimization – Proof 1
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Expanding the sigmoid function



Contrastive Preference Optimization – Proof 1

17

Not related to the ideal policy
Constant C



Contrastive Preference Optimization – Proof 1
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Upper-bound



Contrastive Preference Optimization – Objective

• Idea 2: incorporate a behavior cloning (BC) regularizer to ensure that the policy 
model does not deviate from the preferred data distribution

• How to incorporate the regularizer into the objective?
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Contrastive Preference Optimization – Proof 2
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Lagrangian duality



Contrastive Preference Optimization – Proof 2
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Set lambda to 1, ideal policy predicts 1 for the 
preferred translation 



Contrastive Preference Optimization – Proof 2

• CPO Loss: 
• Preference optimization term (reference-free) + negative log-likelihood term
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Experimental Setup
• English, Czech, Chinese, German, Russian, Icelandic (10 translation directions)

• Preference dataset: FLORES-200 + Human-labeled

• ALMA-13B-LoRA vs WMT Winner vs GPT 4 vs Gold Reference vs SFT vs DPO vs 
CPO on WMT 21, WMT 22, assessed with reference-free evaluation models 
(KIWI-22, XXL, XCOMET…)
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ALMA-13B-LoRA
• Llama2-13B→ Full-weight training on monolingual data → LoRA on high quality 

parallel data
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WMT
• ALMA-13B-LoRA vs WMT Winner vs GPT 4 vs Gold Reference vs SFT vs DPO vs CPO on WMT 21, WMT 22, assessed with 

reference-free evaluation models (KIWI-22, XXL, XCOMET…)
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Reference-free Evaluation Models
• ALMA-13B-LoRA vs WMT Winner vs GPT 4 vs Gold Reference vs SFT vs DPO vs CPO on WMT 21,22 assessed with 

reference-free evaluation models (KIWI-22, XXL, XCOMET…)
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Ich bin Student.I am a student.



Overall Results for Multilingual Outputs (en → xx)
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Overall Results for Multilingual Inputs (xx → en)
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Discussion 1: For LLMs, what is more challenging?
Translating multilingual input or multilingual output? Why?
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Discussion 2: Reliability of Reference-free Evaluation?
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Model Evaluated on FLORES-200

en → xx xx → en

Gold Reference
WMT-Winners

GPT4
ALMA13B-LoRA

SFT
DPO
CPO



Are Translations Really Better of Just Metric-Preferred?
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Human Evaluation on Sampled WMT 22 dataset
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Human Evaluation on sampled zh → en



Ablation Study

33



Impact of Human-Labeled Preference Data
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Discussion 3: Limitation and Discussions?
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Discussion 3: Limitations and Discussions
• Why did you pick only 5 out of 7 pairs of languages for WMT 21 and 22 

challenge? 3 languages for WMT23→

• How does ALMA-13B-R perform when compared with more sophisticated 
multilingual prompts?
• Cross-Lingual Thought Prompting (Huang et. al., 2023) Cross-Lingual Consistent Prompting 

(Qin et. al, 2023), Cross-lingual Transfer Prompting (Kim et al., 2023), Prompts Augmented 
by Retrieval Cross Lingual (Nie et al., 2023), Chain-of-Dictionary (Lu et al., 2023) …
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