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Introduction

● In the past few classes, we have talked about different preference optimization algorithms

○ DPO

○ PPO

○ SimPO

● The goal of these algorithms is to align models to human preferences

● How do we know that these algorithms work well? Where did the evaluation scores 

come from?



How do we know if LLM based chat assistants are 
doing a good job?



Motivation

● LLM-based assistants are starting to exhibit a lot of ‘intelligent’ capabilities

● These capabilities are across a wide range of tasks: writing to coding

● As model capabilities become very broad, evaluating them becomes more challenging

● Existing benchmarks fall short



Traditional benchmarks

1. Core-knowledge: Do LLMs know basic things about the world?  

a. MMLU, HellaSwag, ARC

2. Instruction-following: Can LLMs follow our instructions properly?

a. Flan, Self-instruct

3. Conversational: Can LLMs manage a conversation well?

a. CoQA, MMDialog



Core-Knowledge



Instruction-Following
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Conversational
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Any Issues?
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MT-Bench and Chatbot Arena

● Authors want to create a benchmark that tests LLMs with multi-turn conversations 

and diverse, complex, open-ended questions

● They introduce

○ MT-Bench: Assess multi-turn conversation capabilities

○ Chatbot Arena: Test models on diverse, open-ended questions



MT-Bench

● Benchmark consisting of 80 high-quality multi-turn conversations

● Covers common uses cases across 8 categories: writing, roleplay, extraction, 

reasoning, math, coding, STEM knowledge, and social science knowledge

● Can view all questions and model outputs here

https://huggingface.co/spaces/lmsys/mt-bench




Chatbot Arena

● Crowdsourcing benchmark platform with anonymous battles

● Users get to pick a question to ask two anonymous models

● User then votes for their preferred response

● Allowing users to ask questions helps improve diversity of the question set

● Can try it out yourself: https://lmarena.ai/

https://lmarena.ai/




Leaderboard



LLM as a Judge
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LLM-as-a-Judge
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Question:
What are key factors I should consider 
when buying a home?

Model A:
Key factors include location, budget, and 
property condition. Location affects value 
and convenience……

Model B:
When buying a home, think about 
location, finances, and the property's 
overall condition…..

Which response is better?

LLM Judge: GPT-4, GPT-3.5, Claude

Judgement:

I think A provides… Therefore, A is better. 

Scalable ✅
Explainable  ✅



How does the LLM judge compare answers?
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Pairwise Comparison 

1. LLM judge presented with 
question

2. Asked to determine which one 
is better or declare a tie
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Lacks scalability when number 
of players increase



Single Answer Grading

1. LLM judge presented with 
question

2. Asked to assign a score to a single 
answer
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Unable to discern specific 
differences between pairs and 
unstable results



Reference-guided grading

1. LLM judge presented with question
2. Uses reference answer and looks for 

closest response 
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Limitations
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Position Bias

- LLM exhibits propensity to favor certain positions over others
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Solution: Swapping positions, Few-shot judge



Verbosity Bias

- LLM judge always tend to favors longer, verbose reponses
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Self-enhancement bias

- LLM judges may favor the answers generated by themselves
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Limitation: unable to detect self-enhancement bias due to limited data and 
small differences



Math and reasoning grading abilities 

- LLM judge shows failure in 
grading questions they already 
know answers to 
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Solution: 
chain-of-thought-judge, 
reference guided judge



Setup and Results
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MT-Bench Setup

● 80 questions
● 6 Models

○ GPT-4, GPT-3.5, Claude-V1, Vicuna-13B, Alpaca-13B, LLaMa-13B

● 2 Judges
○ LLM Judges and Expert-Level Human Labelers

● Data Collection
○ 3K votes for all questions
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Evaluation Method: LLM judges evaluate all pairs and human evaluate at least 20 
random multi-turn questions



MT-Bench Setup
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Question:
What are key factors I should consider when buying a home?

Model A:
Key factors include location, budget, and 
property condition. Location affects value 
and convenience……

Model B:
When buying a home, think about 
location, finances, and the property's 
overall condition…..

User Follow-up Question:
Make the following changes: 1. Make the tone sound more 
casual 2.Response should be less than 10 words

Model A:
Consider location, budget, and property 
condition.

Model B:
Focus on location, budget, and home 
condition.

A is better B is better Tie Skip(⅕)



Chatbot Arena Setup

● 8 Models
○ GPT-4, GPT-3.5, Claude-V1, Vicuna-7B/13B, Koala-13B, Alpaca-13B, LLaMa-13B, Dolly-12B

● 2 Judges
○ LLM Judges, Collected Crowd Judges 

● 2114 unique IP addresses
● Data Collection

○ 3K randomly sampled single-turn votes from 30K arena data
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Agreement

Agreement: probability of randomly selected individuals (but not identical) of each type 
agreeing on a randomly selected question
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GPT-4 - human agreement 
higher than human-human 
agreement



Win Rate

Average Win Rate: average of win rates against all other players
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LLM Judge curves align closely with human 
judge



Win Rate
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Win Rate Difference and Agreement
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Model Variant Performance
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Limitations and Future Work

● Limitations
○ Neglects safety
○ Ignores multiple dimensions of helpfulness
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● Future Work
1) Benchmarking chatbots at scale with a broader set of categories
2) Open-source LLM judge aligned with human preference
3) Enhancing LLM judges’ math/reasoning capability



Summary

● Performance
○ GPT-4 vs. Human Agreement (85%) > human-human agreement (81%)
○ GPT-4 helps human make better judgements - 75% deemed GPT’s judgement’s reasonable
○ Humans changed choices based on GPT-4’s judgements (34% of time)
○ LLM judges’ win rates closely match human judges
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● Findings
○ GPT-4 shows high agreement with human judgements
○ GPT-4 helps in improving human judgements
○ LLM judges generally align with human preferences, especially in multi-turn settings



Related Work
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Benchmark for benchmarks!

● Chatbot Arena can’t be used for model development because it relies on live human 
evaluations. Other automatic metrics try to approximate it.
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LC AlpacaEval 2.0

● AlpacaEval: LLM-based automated evaluation metric that controls for biases such as 

position bias however it was still biased towards length

● Length-controlled AlpacaEval 2.0 controls for length
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Logistic Regression

● Use a logistic regression model to estimate bias towards lengthy responses

● Then zero out the length term to calculate the length bias

● Utilize this to calculate an adjusted win rate
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New Metric is not biased towards length
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Relation to SimPO
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Questions?
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