
Pretraining Language Models (part 3)

Wei Xu
(Some slides from Greg Durrett,  Alan Ritter)



Administrivia

‣ Project 3 is released (seq2seq for dialog; can be used for MT)

‣ Readings — 
‣ T5 by Raffel et al.  

‣ GPT-3 by Brown et al.  
https://arxiv.org/abs/2005.14165

https://arxiv.org/abs/1910.10683



Last and this Lecture

‣ T0/Flan/PaLM/OPT (this class)

‣ BART / T5

‣ GPT / GPT-2

‣ GPT-3



Recap: BERT vs. GPT

Lewis et al. (2019)

‣ BERT: only parameters are an 
encoder, trained with masked 
language modeling objecWve

‣ GPT: only the decoder, autoregressive LM

B D

A   _   C   _  E
‣ No way to do translaWon or 

le\-to-right language 
modeling tasks

‣ (Small-size versions) Typically used 
for uncondiWoned generaWon tasks, 
e.g. story or dialog generaWon



Recap: BART / T5

Lewis et al. (October 30, 2019)

‣ Sequence-to-sequence BERT 
variant: permute/make/delete 
tokens, then predict full 
sequence autoregressively

‣ For downstream tasks: feed 
document into both encoder + 
decoder, use decoder hidden 
state as output

‣ Good results on dialogue, summarizaWon tasks

‣ What to do for seq2seq tasks?



Recap: GPT-3

‣ This is the “normal way” 
of doing learning in 
models like GPT-2, BERT 
…

Brown et al. (2020)



Recap: GPT-3 Few-shot Learning

‣ Model is frozen and  
is given a few 
demonstraWons.

Brown et al. (2020)



New Models from 2022



InstrucWon Tuning

Chung et al. (2022)

‣ We want to opWmize models for P(answer | prompt, input), but they’re 
learned on a basic language model objecWve. 

‣ InstrucWon tuning: supervised fine-tuning on data derived from many NLP 
tasks (with natural language instrucWons in prompts)



InstrucWon Tuning
‣ Early ideas from UnifiedQA (Khashabi et al. 2020) and Meta-tuning  

(Zhong et al. 2021)



Unified QA

Khashabi et al. (2020)



Meta-Tuning

Zhong et al. (2021)

‣  Turn binary classificaWon tasks into a “Yes"/“No" QA format



T0

Sanh et al. (2022)

‣ Extended from  
LM-adapted T5  
model  
(Lester et al. 2021)

‣ “InstrucWon Tuning” —  
using exisWng  
labeled training  
datasets from  
many tasks +  
crowdsourced prompts



Recap: T5

Raffel et al. (2020)

‣ Frame many problems as sequence-to-sequence ones:



Natural Language Prompts

Sanh et al. (2022)

‣ Some examples from T0 paper:



Task GeneralizaWon: T0
‣ Pre-train: T5

‣ Train: a collecWon 
of tasks with 
prompts. This uses 
exis)ng labelled 
training data. 

‣ Test: a new task 
specified only by a 
new prompt. No 
training data in this 
task. 



 Flan
‣ Pre-train, then fine-tune on a bunch of tasks, generalize to unseen tasks

Chung et al. (2022)

‣ Scaling the number of tasks, models size (Flan-T5, Flan-Palm), and fine-
tuning on chain-of-thought data



 Chain-of-Thought Prompts

Wei et al. (2022) 
Figure from Chung et al. (2022)

‣ Using explanaWons (some raWonals) to improve model performance, 
usually in few-shot prompWng



 Flan

Chung et al. (2022)

‣ Fine-tuned on 473 
datasets, 1836 
tasks.

‣ Some datasets 
support mulWple 
tasks

‣ E.g. SQuAD can be 
used for QA or 
quesWon generaWon.



SQuAD 2.0 (span-based QA)
‣ SQuAD 1.1 contains 100k+ QA pairs from 500+ Wikipedia arWcles.

Rajpurkar et al. (2016)

‣ SQuAD 2.0 includes addiWonal 50k quesWons that cannot be answered.

‣ These quesWons were crowdsourced.



 Flan

Chung et al. (2022)

‣ InstrucWon fine-tuning can be done on various models (PaLM, T5, etc.)

‣ Flan-T5 models publicly available



PALM

‣ 540 billion parameter model created by Google (not publicly available)

‣ Trained on 780 billion tokens, 6144 TPU v4 chips using Pathways to work 
across mulWple TPU Pods).

Chowdhery et al. (2022)



PALM

Chowdhery et al. (2022)



PALM

Chowdhery et al. (2022)



OpenAI GPT Model EvoluWon
July 2020

July 2022

July 2021
March 2021

Nov 2022

Image Credit: Yao Fu 
 hsps://yaofu.noWon.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-AbiliWes-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1


InstructGPT
‣ InstrucWon tuning — also see Google’s T0 and Flan

Source: https://openai.com/research/instruction-following



InstructGPT

Source: https://openai.com/research/instruction-following



InstructGPT
‣ Reinforcement learning from human feedback (RLHF) - uses human 

preferences as a reward signal to fine-tune models

Ouyang et al. (2022)



InstructGPT
‣ Significant usage and improvement on generaWon type of tasks

Ouyang et al. (2022)



Open-source Efforts



OPT: Open Pre-trained Transformer LMs

Zhang et al. (2022)

‣ OPT (125M-66B-175B), to roughly 
matches GPT-3, with parameters 
are shared with the research 
community

‣ GPT-3 models only released via API access.

‣ Doesn’t support reproducible 
experiments.

‣ PALM not generally available outside 
Google



OPT: Open Pre-trained Transformer LMs

Zhang et al. (2022)

‣ Includes 114 page logbook for training 175B model, interesWng read



Bloom
‣ A BigScience iniWaWve, open-access, 176B parameter (GPT-2 architecture) 
‣ 59 languages (46 natural language + 13 programming language) 
‣ 1.6TB of pre-processed text

https://huggingface.co/bigscience/bloom



LLaMA
‣ Released by Meta AI on Feb 27, 2023 
‣ Weights of all models are publicly available (non-commercial license)



LLaMA
‣ Trained only on publicly available data: 
‣ English CommonCrawl 
‣ C4 (another CommonCrawl dataset)  
‣ GitHub (from Google BigQuery) 
‣ Wikipedia of 20 languages, 
‣ Gutenberg and Books3 (from ThePile)  
‣ ArXiv (latex files) 
‣ StackExchange.  

‣ Split all numbers into individual digits, and fall back to 
bytes for unknown UTF-8 characters



LLaMA
‣ Transformer variaWons that have been used in different LLMs (e.g., PaLM)

Xiong et al. (2020) 

‣ Pre-normalizaWon Transformer (b)  
to have beser-behaved gradients  
at iniWalizaWon than in the  
original Transformer (a)



LLaMA
‣ Transformer variaWons that have been used in different LLMs

Zhang and Sennrich (2019) 

‣ RMSNorm (a) instead of standard LayerNorm (b)

(a) (b)

mean

variance

root mean square



LLaMA

Shazeer (2020) 

‣ SwiGLU acWvaWon funcWon — combines Swish and Gated Linear Unit (GLU), 
also used in PaLM

‣ Transformer variaWons that have been used in different LLMs

https://medium.com/@tariqanwarph/activation-function-and-glu-variants-for-transformer-models-a4fcbe85323f



LLaMA

Shazeer (2020) 

‣ SwiGLU acWvaWon funcWon — combines Swish and Gated Linear Unit (GLU)
‣ Transformer variaWons that have been used in different LLMs

https://medium.com/@tariqanwarph/activation-function-and-glu-variants-for-transformer-models-a4fcbe85323f



LLaMA

Loshchilov and Huser (2017) 

‣ AdamW (Adam w/ weight decay) opWmizer

‣ Transformer variaWons that have been used in different LLMs

https://towardsdatascience.com/why-adamw-matters-736223f31b5d
https://www.fast.ai/posts/2018-07-02-adam-weight-decay.html#understanding-adamw-weight-decay-or-l2-regularization



LLaMA
‣ Transformer variaWons that have been used in different LLMs

Su et al. (2021) 

‣ Rotary PosiWonal Embeddings (RoPE)

Transformers

Vaswani	et	al.	(2017)

the		movie		was			great

‣ Augment	word	embedding	with	posi=on	embeddings,	
each	dim	is	a	sine/cosine	wave	of	a	different	
frequency.	Closer	points	=	higher	dot	products

‣Works	essen=ally	as	well	as	just	encoding	posi=on	as	
a	one-hot	vector

the		movie		was			great
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LLaMA
‣ LLaMA-13B matches and outperforms OPT and (old) GPT-3 for zero-shot 

and few-shot performance



Alpaca

‣ Fine-tuned Meta’s LLaMA-7B on 52k instrucWon-following demonstrated 
generated (Self-Instruct) using GPT-3.5 (text-davinci-003) for $500. 

Taori et al. (2022) 

‣ Released by Stanford on March 13, 2023



Self-Instruct
‣ Address the labor-intense process for creaWng human-wrisen instrucWons

Wang et al. (2022) 



Self-Instruct
‣ Using mulWple prompWng templates to (a) generate the instrucWon,  

(b) classifying whether an instrucWon represents a classificaWon task or not,  
(c) generaWng non-classificaWon or classificaWon instances

Wang et al. (2022) 



Self-Instruct

Wang et al. (2022) 



Self-Instruct

Wang et al. (2022) 



OLMo
‣ Released by AI2 on Feb 28, 2024

‣ Open-source not only the training code and model weights, but the full 
pre-training data (Dolma dataset) and intermediate checkpoints

Groeneveld et al. (2024) 



Takeaways
‣ New and acWvely developing situaWon. A lot is going on … 


