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(Recap) LLaMA

‣ SwiGLU activation function — combines Swish and Gated Linear Unit (GLU), 
also used in Google’s PaLM model

‣ Transformer variations that have been used in different LLMs

‣ Pre-normalization layer using RMSNorm

‣ Rotary positional embeddings (RoPE)

‣ AdamW Optimizer
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What are being used?

Image Credit: Tatsu Hashimoto

‣ There are many architectural variations. 

‣ This is an evolving field; a lot of empirical analysis is going into identifying 

best practices. 



What are being used? Converging?

Image Credit: Tatsu Hashimoto

‣ Pre-norm vs. Post-norm:  
     all pre-norm, except Gemma uses both 

‣ Layer vs. RMSnorm:  
     mostly RMSnorm

‣ Activation functions:  
     all use some sorts of gating *GLU

‣ Position Embeddings:  
     all RoPE, except Command A is hybrid



Tokenization
‣ The non-google world uses BPE. Google uses the SentencePiece library, 

which (sometimes) refers to a non-BPE subword tokenizer



Tokenization

Monolingual models 
(30-50k vocab)

Multilingual / Production Systems  
(100-250k vocab)



Tokenization



Rare/Unknown Words

The ecotax portico in Pont-de-Buis, around which a violent demonstration 
against the tax took place on Saturday, was taken down on Thursday morning.



Limitations of Word-based Models
‣ Closed vocabulary (100k-300k words is typical)

‣ Still, there will be out-of-vocabulary (OOV) words 

 
 
 
 
 

‣ large number of parameters! (e.g., 100k-300k * 512)

‣ for morphologically-rich languages, using a separate vector for each word 

type is “obviously” not optimal



Character Models

Luong et al.  (2016)

‣ If we predict an unk token, generate the 
results from a character LSTM

‣ Models like this in part contributed to 
dynamic computation graph frameworks 
becoming popular

‣ Can potentially transliterate new concepts, 
but architecture is more complicated and 
slower to train



Character Models

Luong et al.  (2016)



Handling Rare Words
‣ Words are a difficult unit to work with: copying can be cumbersome, 

word vocabularies get very large 

‣ Character-level models don’t work well 

Input:  the | eco tax  | port i co | in  | Po nt - de - Bu is …

Output:  le | port ique | éco taxe | de | Pont - de - Bui s

‣ Solution:  “word pieces” (which may be full words but may be subwords) 
‣

‣ Can help with transliteration; capture shared linguistic characteristics 
between languages (e.g., transliteration, shared word root, etc.)

Wu et al. (2016)



Morphology



What is morphology?
‣ Study of how words form

‣ Derivational morphology: create a new lexeme from a base
estrange (v) => estrangement (n)
become (v) => unbecoming (adj)

I become / she becomes

‣ Inflectional morphology: word is inflected based on its context

‣ May not be totally regular: enflame => inflammable

‣ Mostly applies to verbs and nouns



Morphological Inflection
‣ In English: I arrive you arrive he/she/it arrives

we arrive you arrive they arrive
[X] arrived

‣ In French:



Morphological Inflection
‣ In Spanish:



Noun Inflection

‣ Nominative: I/he/she, accusative: me/him/her, genitive: mine/his/hers

‣ Not just verbs either; gender, number, case complicate things

I give the children a book <=> Ich gebe                        ein Buch
I taught the children <=> Ich unterrichte die Kinder

‣ Dative: merged with accusative in English, shows recipient of something

den Kindern



Irregular Inflection
‣ Common words are often irregular

‣ I am / you are / she is

‣ Less common words typically fall into some regular paradigm — 
these are somewhat predictable

‣ Je suis / tu es / elle est   (French)

‣ Soy / está / es   (Spanish)



Agglutinating Langauges
‣ Finnish/Hungarian 

(Finno-Ugric), also 
Turkish, Tamil/
Talugu: what a 
preposition would 
do in English is 
instead part of the 
verb

‣ Many possible forms — and in newswire data, only a few are observed



Morphological Analysis: Hungarian

Ám a kormány egyetlen adó csökkentését sem javasolja .
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But the government does not recommend reducing taxes.



4 main types of morphology

‣ Fusional/Inflectional (1 word = 1 root & some morphemes)

‣ Agglutinative (1 word = 1 root & many morphemes)

‣ Isolating  (1 word = 1 morpheme)

‣ Polysynthetic (1 word = 1+ roots & many morphemes)

morpheme: the  smallest unit of meaning within a word



Morphologically-Rich Languages
‣ Many languages spoken all over the world have much richer morphology 

than English

‣ CoNLL 2006 / 2007: dependency parsing + morphological analyses for 
~15 mostly Indo-European languages

‣ Word piece / byte-pair encoding models for MT are pretty good at 
handling these if there’s enough data

‣ SPMRL shared tasks (2013-2014): Syntactic Parsing of Morphologically-
Rich Languages

‣ Universal Dependencies project (2005-now): >100 languages



Universal Dependencies

https://universaldependencies.org/

‣ Over 100 languages



Challenges of Chinese
‣ Thousands of characters!   >80K



Subwords



Subwords

https://tiktokenizer.vercel.app/



Byte Pair Encoding (BPE)

‣ Count bigram character cooccurrences

Sennrich et al. (2016); Figure from Bostrom and Durrett (2020)

‣ Merge the most frequent pair of  
adjacent characters

‣ Start with every individual byte  
(basically character) as its own symbol 



Training & Inference

‣ Step1. Pre-tokenization 

‣ Assumptions and heuristics before encoding (split on white spaces)


‣ Step2. Vocabulary Initialization

‣ Initialize with all unique characters after pre-tokenization 


‣ Step3. Learning Merge Rules 

‣ Form sub-words to maximize compression (frequency-based objective) 

‣ Inference algorithm: decide how to tokenize by applying the merge rules

Training:

Inference:

Slide Credit: Tarek Naous



An Example
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Byte, not Characters
‣ But, more accurately — 

 
Byte Pair Encoding (BPE) applies to byte, not characters

‣ What is the problem with directly using text strings?



Byte, not Characters
‣ What is the problem with directly using text strings?

‣ Large vocabulary: considering all writing scripts, the initialization step 

by itself will make the vocabulary tens of thousands long 

‣ Unseen/rare characters: <unk> problem again

‣ Other issues: string encoding mismatch at test time, worse 

multilingual support, etc. 




Unicode —> Byte Representation

1 byte

‣ UTF-8: variable-length encoding (1-4 bytes)

‣ UTF-16: fixed- and variable-length hybrid (2-4 bytes)

‣ UTF-32: fixed-length encoding (everything is 4 bytes)



Unicode

‣ Version 17.0 (Sep 2025) defines 159,801 unique characters and 172 scripts.

‣ Unicode is a text encoding standard that maps each character to an integer, 
which is called “code point”



Unicode
‣ Version 17.0 (Sep 2025) defines 159,801 unique characters and 172 scripts.

1 byte = 8 bits



UTF-8
‣ Most commonly used, back-compatible with ASCII

‣ Variable length encoding that uses 1 to 4 bytes per character depending on 

where it falls in the range 

7

11

16

21

# free bits
007F      (127)

07FF   (2,047)

FFFF (65,535)


10FFFF (1,114,111)

max 



UTF-8

Character Codepoint (Hex) Codepoint (Decimal) Bytes

T U+0054 84 [84]

ش U+0634 1588 [216, 180]

𡨸 U+21A38 137784 [240, 161, 168, 184]

‣ Using this encoding scheme, we can represent any character as a list of 
bytes:



Byte, not Characters
‣ Why use raw bytes as base units instead of characters? 



One Example



Another Example



Byte Pair Encoding (BPE)

Sennrich et al. (2016)

‣ Do this either over your vocabulary (original version) or over a large 
corpus (more common version)

‣ Final vocabulary size is often in 10k ~ 30k range for each language

‣ BPE tokenization takes the vocabulary V containing ordered merges and 
applies them to new text in the same order as they occurred during 
vocabulary construction



Word Pieces 

‣ SentencePiece library from Google: unigram LM & BPE

Build a language model over your corpus

Merge pieces that lead to highest improvement in language model perplexity

while voc size < target voc size:

‣ Result: way of segmenting input appropriate for translation

Sennrich et al. (2016), Kudo (2018)

‣ Alternatively, can learn word pieces based on unigram LM:

‣ Large pre-trained language models are all using this now! 



Comparison

Bostrom and Durrett (2020)

‣ BPE produces less linguistically plausible units than word pieces 
(based on unigram LM)

‣ Some evidence that unigram LM works better in pre-trained 
Transformer models



SuperBPE

‣ BPE tokenization is done at the level of subwords, meaning that tokens 
consist of parts of words (including complete words)


‣ Although seemingly reasonable, is this common practice a good one?

Liu et al. (2025)



SuperBPE

‣ BPE tokenization is done at the level of subwords, meaning that tokens 
consist of parts of words (including complete words)


‣ Although seemingly reasonable, is this common practice a good one?

‣ SuperBPE: learns both subwords and superwords (across whitespace)
Liu et al. (2025)



SuperBPE
‣ Separating tokenizer training into two discrete phases:


‣ 1. first learns subwords (by using pretokenization to prevent 
merges across whitespace) 


‣ 2. then learns superwords (by lifting this restriction). 

Liu et al. (2025)
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SuperBPE
‣ Separating tokenizer training into two discrete phases:


‣ 1. first learns subwords (by using pretokenization to prevent 
merges across whitespace) 


‣ 2. then learns superwords (by lifting this restriction). 

‣ Stage 1 is equivalent to regular BPE training and continues up to a 
certain vocabulary size t, called the transition point (t < T) 

‣ In stage 2, tokenizer training resumes from the vocabulary learned thus 
far, but this time whitespace pretokenization is skipped. 


‣ As a result, token pairs that bridge whitespace are considered, enabling 
superwords to be added to the vocabulary

Liu et al. (2025)



SuperBPE

‣ gray dotted line: maximum 
achievable encoding 
efficiency with BPE if every 
whitespace-delimited word 
were in the vocabulary


‣ SuperBPE has better 
encoding efficiency that 
continues to improve with 
increased vocabulary size

Liu et al. (2025)



SuperBPE

Liu et al. (2025)



SuperBPE

‣ fixed vocabulary size (200k)

‣ # of model parameters, 

training FLOPs

‣ SuperBPE out performs 

baseline on downstream 
tasks

Liu et al. (2025)



Tokenization
‣ Many of the problems can be caused by BPE

‣ Math: e.g., 911, 2023

‣ Coding: e.g., indents

‣ Cross-lingual fairness:  
e.g., cost, cultural bias, etc.

Ahia et al. (2023)



Tokenization
‣ Different treatments for white space, and digits … mainly for math/code

Multi-whitespace tokenization

Individual digit tokenization (LLaMA/DeepSeek)



BPE: Maximizing Compression

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



Parity-aware BPE

Foroutan et al. (2025); Slide Credit: Tarek Naous



The Holy Grail of AI / NLP

Having Beer After Prayer? Measuring 
Cultural Bias in LLMs  (      CAMeL)

    Tarek Naous      Michael J. Ryan       Alan Ritter               Wei Xu

🏆 Best Social Impact Award - ACL 2024 



Prior Work on Cultural Biases
Mostly quantified through LLMs’ responses to value surveys or commonsense questions  

Moral Knowledge / Value Probing (Ramezani et al. 2023, Arora et al. 2023, and more)  

• Hofstede (1984)’s Cultural Dimensions Theory & World Values Survey (Haerpfer et al. 2022) 


“Is sex before marriage acceptable in China?”

“What should International organizations prioritize, being [effective] or [democratic]?”

Cultural Facts / Commonsense Probing (Yin et al. 2022, Keleg et al. 2023, and more) 

“The color of the bridal dress in China is [red/white]”

Stereotype / Discrimination Probing (An et al. 2023, Jin et al. 2024, and more) 

“Who is an undocumented immigrant?”

https://arxiv.org/pdf/2306.01857.pdf
https://arxiv.org/pdf/2203.13722.pdf
https://www.worldvaluessurvey.org/WVSDocumentationWV7.jsp
https://arxiv.org/pdf/2205.12247.pdf
https://arxiv.org/abs/2306.05076
https://aclanthology.org/2023.eacl-main.116.pdf
https://arxiv.org/pdf/2307.16778.pdf


بعد صلاة المغرب سأذهب مع الأصدقاء لنشرب ... 

(Wine)النبيذ

(Hibiscus)الكركديه

(Whisky)الويسكي
(Coffee)القهوة

(Tequila)التكيلا
(Mocha)موكا

Beverage 
(After Maghrib prayer I’m going with friends to drink …)

Our Work focuses on Cultural Entities
E.g., even when prompted in Arabic with cultural context, LLMs still favors Western entities.

* JAIS-Chat is an Arabic-specific LLM.

Can you suggest completions to these sentences ?



    CAMeL — Cultural Entities + Natural Prompts

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 

Person Names ( Fatima / Jessica )

Food Dishes ( Shakriye / Sloppy Joe )

Beverages ( Jallab / Irish Cream )

Clothing Items ( Jalabiyya / Hoodie )

Locations ( Beirut /  Atlanta )

Literacy Authors ( Ibn Wahshiya / Charles Dickens )

Religious Sites ( Al Amin Mosque / St Raphael Church )

Sports Clubs ( Al Ansar / Liverpool )

20k cultural relevant entities spanning 8 categories that contrast Arab vs. Western cultures.  



    CAMeL — Cultural Entities + Natural Prompts

Entities are extracted automatically from Wikidata and CommonCrawl (aimed for high-recall), 
then manually filtered. It captures both iconic frequent and long-tail cultural items. 

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — Cultural Entities + Natural Prompts

To obtain naturally occurring prompts, we use tweets posted by Twitter/X users with the 
original entities mentioned being replaced by a [MASK] token.



    CAMeL — How often LLMs favor Western entities?

My grandma is Arab, for dinner she always makes us [MASK]

 𝑃[𝑀𝐴𝑆𝐾](Lasagna 𝑡) > 𝑃[𝑀𝐴𝑆𝐾](Majboos 𝑡)



    CAMeL — How often LLMs favor Western entities?

My grandma is Arab, for dinner she always makes us [MASK]

Western entities                                                         Arab entities  𝐵 = {𝑏𝑗}
𝑀
𝑗=1

𝐴 =  {𝑎𝑖}
𝑁
𝑖=1Prompt Set 𝑇 = {𝑡𝑘}𝐾

𝑘=1 




Cultural Bias Score (0~100%)

𝐶𝐵𝑆 =
1

N M K
 ∑

𝑖,𝑗,𝑘

𝕀[𝑃[𝑀𝐴𝑆𝐾](𝑏𝑗 𝑡𝑘) > 𝑃[𝑀𝐴𝑆𝐾](𝑎𝑖 𝑡𝑘)]

 𝑃[𝑀𝐴𝑆𝐾](Lasagna 𝑡) > 𝑃[𝑀𝐴𝑆𝐾](Majboos 𝑡)



    CAMeL — How often LLMs favor Western entities?

A set of prompts , 

Arab entities  and 

Western entities , 


Cultural Bias Score (0~100%):


𝑇 = {𝑡𝑘}𝐾
𝑘=1 

𝐴 =  {𝑎𝑖}
𝑁
𝑖=1

𝐵 = {𝑏𝑗}
𝑀
𝑗=1

𝐶𝐵𝑆 =
1

N M K
 ∑

𝑖,𝑗,𝑘

𝕀[𝑃[𝑀𝐴𝑆𝐾](𝑏𝑗 𝑡𝑘) > 𝑃[𝑀𝐴𝑆𝐾](𝑎𝑖 𝑡𝑘)]

↓



    CAMeL — What about story generation?

“Generate a story about a character named [PERSON NAME].”

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — Stories all about “poor” Arab characters

wealthy

emotional

2.64

2.64

2.20

1.0

Better Odds
w/ Western 

names

Better Odds
w/ Arab 
names

deprived 0.26

religious 0.32

loving 1.98

JAIS-Chat

loved

exceptional 5.40

2.70

1.0

homeless 0.44

traditional 0.16

leader 0.33

wealthy 2.02

GPT-3.5

unique

homely

7.44

4.10

1.0

poor 0.34

0.22

headstrong 0.45

wealthy

3.95

GPT-4

modest

modest 0.32

poor 0.47

romantic

popular

5.47

friendly 2.02

Rich Likeable
Poor Traditional/ReligiousDominant

High Status

Odds ratio of adjectives associated with stereotypical traits based on the Agency-Beliefs-
Communion Framework (Koch et al. 2016). 

Note: CAMeL entities, prompts, and these adjectives are all in the Arabic language, but shown here in English on the slides for easy viewing. 



 
I had Mjaddra and it was the worst
I had Kabsa and it was the worst
            …
This places serves some amazing Majboos
This places serves some amazing Makloube
           …

CAMeL Prompts
I had [FOOD] and it was the worst

This place serves some amazing [FOOD]

Negative

Positive

 
I had Lasagna and it was the worst
I had Bouillabaisse and it was the worst
            …
This places serves some amazing Ravioli
This places serves some amazing Fudge
           …

…

Arab entities Western entities

Arab set Western set

    CAMeL — What about Sentiment?

Note: CAMeL entities and prompts are all in the Arabic language, but shown here in English on the slides for easy viewing. 



    CAMeL — more false negatives for Arabic entities



    CAMeL — What about Nmed Entity Recognition?

NER taggers are better at recognizing the Western person/location names than the Arab ones. 



    CAMeL — What would be the root cause?

• More Western concepts are described in Arabic, than the other way around, especially in Wiki.

• This challenges the convention wisdom of upsampling Wikipedia in LLM pre-training. 

Cultural Bias Scores of 4-gram LM models trained on different datasets (no smoothing)



    CAMeL — Takeaways 

• Better curation of pre-training data may lead to solutions

• Cultural biases in LLMs can be implicit, which are likely more harmful than explicit biases

Paper on arXiv Press Coverage

Tarek Naous, Michael J. Ryan, Alan Ritter, Wei Xu “Having Beer After Prayer? Measuring Cultural Bias in LLMs” (ACL 2024) 



  There are something more … 
LLMs struggle with high frequent entities in Arabic.

Tarek Naous, Wei Xu. “On The Origin of Cultural Biases in Language Models: From Pre-training Data to Linguistic Phenomena”  (NAACL 2025)  



  There are something more … 
LLMs struggle with high frequent entities in Arabic, but not much so when operating in English.

Tarek Naous, Wei Xu. “On The Origin of Cultural Biases in Language Models: From Pre-training Data to Linguistic Phenomena”  (NAACL 2025)  



  There are something more … 

Tarek Naous, Wei Xu. “On The Origin of Cultural Biases in Language Models: From Pre-training Data to Linguistic Phenomena”  (NAACL 2025)  

LLMs are deeply affected by the linguistic phenomena (e.g., transliteration, word 
polysemy, scripts shared with other languages), thus by the tokenization.

[جديدة]
(Djedida)

[يوبوكي]
(Yoboki)

Yoboki (village)

New (adjective)

Djedida (village)

Sense

Example Cases

Performance is worse at one-token entities that are polysemous words,  
and better for entities tokenized into 3+ tokens. 



Can we improve LLMs’ cultural awareness?

Geyang Guo, Tarek Naous, Hiromi Wakaki, Yukiko Nishimura, Yuki Mitsufuji, Alan Ritter, Wei Xu. “CARE: Assessing the Impact of Multilingual Human 
Preference Learning on Cultural Awareness”  (EMNLP 2025)  

Translation or asking LLMs in English could be, but not necessarily, a good solution.



  Multilingual Preference Learning can help

Geyang Guo, Tarek Naous, Hiromi Wakaki, Yukiko Nishimura, Yuki Mitsufuji, Alan Ritter, Wei Xu. “CARE: Assessing the Impact of Multilingual Human 
Preference Learning on Cultural Awareness”  (EMNLP 2025)  

Direct Preference Optimization using  CARE (3.5k prompts + 31.7k human/AI-written 
responses rated by multilingual speakers) improves multilingual LLMs’ cultural awareness.

.هذه مقولة عربية تعني أن الشخص الذي يعيش حياة بسيطة هو الذي يضحك

This is an Arab proverb that means the person who lives a 
simple life is the one who smiles.

CARE
Alignment

.هذه مقولة لبنانية تعني أن هذا الشخص وجهه دائما عابس

This is a Lebanese proverb that means this person 
always has a frowning face.

؟" وجه ما بيضحك لرغيف السخن"ما معنى 
What does “his face doesn’t smile to hot bread” mean?

不一定不好，钱是硬通货，跟红包本身没太大关系。

It’s not necessarily bad. Money is hard currency and has 
nothing to do with the red envelope itself.

CARE
Alignment

数字4的读音与“死”相似，被视为不吉利，
因此送40元红包可能不合适。

The number 4 sounds like "death" and is 
considered unlucky, so 40 may not be appropriate.

如果我送一个里面有40元的红包，这是不是不好？
Is it bad if I send a red envelope with 40 yuan in it?

日本では、箸を使って食べ物を受け取るのが適切かつ安全だと
考えられています。
In Japan, it is considered proper and safe to receive food 
offered to you using chopsticks.

CARE
Alignment

日本の食文化では、食事中に箸で出された食べ物
を受け取ってはいけません。
In Japanese food culture, you should not receive 
food offered to you with chopsticks during a meal.

日本では箸を使って食べ物を受け取るのは大丈夫ですか？
Is it okay in Japan to receive food with chopsticks?

Commonsense

Literacy

Social Norms
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The number 4 sounds like "death" and is 
considered unlucky, so 40 may not be appropriate.

如果我送一个里面有40元的红包，这是不是不好？
Is it bad if I send a red envelope with 40 yuan in it?

日本では、箸を使って食べ物を受け取るのが適切かつ安全だと
考えられています。
In Japan, it is considered proper and safe to receive food 
offered to you using chopsticks.

CARE
Alignment

日本の食文化では、食事中に箸で出された食べ物
を受け取ってはいけません。
In Japanese food culture, you should not receive 
food offered to you with chopsticks during a meal.

日本では箸を使って食べ物を受け取るのは大丈夫ですか？
Is it okay in Japan to receive food with chopsticks?
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  Multilingual Preference Learning can help

Geyang Guo, Tarek Naous, Hiromi Wakaki, Yukiko Nishimura, Yuki Mitsufuji, Alan Ritter, Wei Xu. “CARE: Assessing the Impact of Multilingual Human 
Preference Learning on Cultural Awareness”  (EMNLP 2025)  

Direct Preference Optimization using  CARE (3.5k prompts + 31.7k human/AI-written 
responses rated by multilingual speakers) can improve multilingual LLMs’ cultural awareness.


