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This Lecture

‣ InstructGPT (GPT 3.5 and onwards)

‣ Reinforcement Learning from Human Feedback (RLHF)
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Language Model Pre-training
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Learn to predict the next token

Wikipedia articles

Web-scraped text 

Open-source books

Pre-training Corpus

So many issues with LMs if we just stop here



Harmful & Toxic Generations

Abid et al. (2021)



Abid et al. (2021)

Harmful & Toxic Generations



Hallucinations
175B LLM trained only for next token prediction



Hallucinations



Hallucinations

Most references given by the model are: 

● Wrong (inaccurate author, date, etc.) 

● Completely made up
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How LLMs are pre-trained



Helpfulness

≠
Helping users solve their task

(answering their questions) 

while being harmless and factual

Unsupervised Sequence Modeling

How LLMs are pre-trained How LLMs will be used

Misalignment between the model’s pre-training objective and desired behavior
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InstructGPT
‣ Instruction tuning (now commonly referred to as supervised fine-tuning; 

SFT)  — see also Google’s T0 & Flan

Source: https://openai.com/research/instruction-following



InstructGPT
‣ Reinforcement learning from human feedback (RLHF) - uses human 

preferences as a reward signal to fine-tune models

Ouyang et al. (2022)



InstructGPT

Source: https://openai.com/research/instruction-following



Reinforcement Learning from 
Human Feedback (RLHF)



3 Key Steps of RLHF
1)Supervised 

Fine-tuning
2)  Reward Model 3)  Proximal Policy 

Optimization (PPO)

Fine-tune a pre-trained 
LLM (SFT) on human 

demonstrations (prompts 
+ responses) 

●Make model better at 
following instructions 

●Better initialization for RL 
fine-tuning

Fine-tune a “reward 
model”  to output a 
scalar value for a 

prompt-response pair  
 

● Important component 
to get a reward 
signal that encodes 
human preferences 
for RL fine-tuning

SFT model (policy) 
further fine-tuned with 
reinforcement learning 
(RL) using the reward 
signals provided by 
the reward model(not used for generating anything,  

but used in PPO step) 



SFT - supervised fine-tuning

Ouyang et al. (2022)



SFT - supervised fine-tuning

Ouyang et al. (2022)



SFT - supervised fine-tuning

Ouyang et al. (2022)

‣ Collected from both users and labelers



SFT - supervised fine-tuning



SFT - supervised fine-tuning

Example from Zhou et al. (2023)

prompt

human-written  
response



SFT - supervised fine-tuning

‣ Supervised fine-tuning on (prompt, human-
written response) pairs

Ouyang et al. (2022)

number of prompts



Human Preference Data

Ouyang et al. (2022)



Human Preference Data

Ouyang et al. (2022)

‣ Sample K (ranging from 4 to 9) outputs  
from the SFT’ed model

number of prompts



Human Preference Data

Ouyang et al. (2022)

‣ Collect human ranking



Reward Model

Ouyang et al. (2022)

‣      :the reward model we are trying to optimize

reward on better  
completion

reward on worse  
completion

Comparisons for same x very correlated, train on all        comparisons for same x within 
the same batch instead of shuffling all into one dataset to avoid overfitting

Sample K outputs per prompt, every 2 for comparison



‣ Bradley-Terry model: turns scores into log 
probabilities of        being preferred to       .


‣ Same as logistic regression where we classify 
pairs as 1 > 2 or 2 < 1, but we learn a 
continuous scoring function


‣ Reward model r(y, x) returns real-valued scores.

‣

Reward Model



RLHF

Ouyang et al. (2022)



Proximal Policy Optimization (PPO)
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Policy Network
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Action

Reinforcement Learning

Proximal Policy Optimization (PPO)



State Action

Policy Network

State
Q-Value

Value Function

Action

Reinforcement Learning LM training with RLHF

Policy (SFT Model)

Prompt Response

Reward Model

Prompt Scalar
Response

Proximal Policy Optimization (PPO)



RLHF

Ouyang et al. (2022)

‣ Use reward model to update SFT model 
from step 1 via Proximal Policy 
Optimization (PPO)

number of prompts



RLHF

Ouyang et al. (2022)

‣ Two problems:

(1) as RLHF is updated, its outputs becomes 

very different from what the reward model 
was trained on —> worse reward estimates


 



RLHF

Ouyang et al. (2022)

‣ Solution:


get high  
reward

stay close to SFT model

KL Divergence between RL Policy (LM 
parameters) and SFT model, to ensure outputs 
don’t deviate too far from the useful text SFT 
model produces
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RLHF

Ouyang et al. (2022)

‣ Two problems:

(1) as RLHF is updated, its outputs becomes 

very different from what the reward model 
was trained on —> worse reward estimates


(2) Just use RL objective leads to performance 
degradation on many NLP tasks


 



RLHF

Ouyang et al. (2022)

get high  
reward

stay close to SFT model

‣ Solution:


Add an auxiliary LM objective on the pre-training data



Full Method

Ouyang et al. (2022)



Summary: 3 Key Steps of RLHF
1)Supervised 

Fine-tuning
2)  Reward Model 3)  Proximal Policy 

Optimization (PPO)

Fine-tune a pre-trained 
LLM (SFT) on human 

demonstrations (prompts 
+ responses) 

●Make model better at 
following instructions 

●Better initialization for RL 
fine-tuning

Fine-tune a “reward 
model”  to output a 
scalar value for a 

prompt-response pair  
 

● Important component 
to get a reward 
signal that encodes 
human preferences 
for RL fine-tuning

SFT model (policy) 
further fine-tuned with 
reinforcement learning 
(RL) using the reward 
signals provided by 
the reward model(not used for generating anything,  

but used in PPO step) 



Limitations of PPO
‣ RLHF pipeline is considerably more complex than supervised learning, 

involving training multiple LMs and sampling from the LM policy in the 
loop of training, incurring significant computational costs

Rafailov et al. (2023)



Limitations of PPO
‣ RLHF with PPO is an online training approach: PPO trains on online 

data generated by the current policy

‣ PPO involves numerous iterations, debugging, and fine-tuning to 

achieve optimal performance

Rafailov et al. (2023)



Limitations of PPO
‣ Training language models with PPO needs to coordinate four models to 

work together, i.e., a policy model, a reward model, a reference (SFT) 
model, and a value model


Rafailov et al. (2023)



PPO in its full glory

"Secrets of RLHF in Large Language Models Part I: PPO" (Zheng et al. 2023) https://arxiv.org/pdf/2307.04964
More on GAE: https://web.stanford.edu/class/cs234/slides/lecture7post.pdf



Other Approaches
‣ Is there a way to create a more efficient, offline RL approach that 

directly learns the optimal policy from the human preference data? 

Rafailov et al. (2023)



Direct Preference Optimization (DPO)
‣ DPO starts with a very similar RL objective to PPO

‣ Through some manipulation, it can be show that optimal policy for 

RLHF under the Bradley-Terry model satisfies the preference model

‣ DPO aims at increasing the margin between the log-likelihood of the 
chosen responses and the log-likelihood of the rejected ones

Rafailov et al. (2023)



50

Outcome	of	RLHF/DPO
‣ RLHF	produces	an	“aligned”	model	that	should	achieve	high	reward

‣ Best-of-n:	sample	n	responses	from	an	SFT	model,	take	the	best	one	
according	to	the	reward	func@on

‣ Pro:	training-free
‣ Cons:	expensive,	may	not	deviate	far	from	the	ini@al	SFT	model

‣ Preference	tuning:	apply	SFT	on	preferred	outputs

‣ Pro:	simple.	Cons:	doesn’t	use	the	nega@ve	examples

‣ Baselines:
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DPO/PPO	Comparison

Hamish	Ivison	et	al.	(2024)(Base model here is TÜLU 2 13B)
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RLHF	in	prac@ce

Touvron	et	al.	(2023)

RLHF	data	for	Llama	2
‣ They	do	5	itera@ons	of	(train,	get	more	preferences,	get	new	reward	model).	
First	3	itera@ons:	just	fine-tuning	best-of-n,	then	they	used	PPO

‣ Current	approaches:	many	papers	exploring	versions	with	ac@ve	data	
collec@on	(e.g.,	tune	with	DPO	->	collect	preferences	->	keep	tuning	…)



Preference Optimization
‣ Various optimization objectives given preference data 

Meng et al. (2024)



More on LLM Alignment
‣ CS 8803-LLM class:  

https://cocoxu.github.io/CS8803-LLM-fall2024/calendar/



Group Relative Policy Optimization (GRPO)

Shao et al. (2024)



Group Relative Policy Optimization (GRPO)

Shao et al. (2024)



Reinforcement Learning


