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Mean (Math Review)
‣ Arithmetic Mean = (P + R) / 2

‣ Geometric Mean =     P x R

‣ Harmonic Mean = 2 x P x R / (P + R)

Image credit: Greg Gandenberger



Evaluating MT
‣ Fluency: does it sound good in the target language?

‣ Fidelity/adequacy: does it capture the meaning of the original?

‣ BLEU score: geometric mean of 1-, 2-, 3-, and 4-gram precision vs. a 
reference, multiplied by brevity penalty

Papineni et al. (2002)
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‣ Fluency: does it sound good in the target language?

‣ Fidelity/adequacy: does it capture the meaning of the original?

‣ BLEU score: geometric mean of 1-, 2-, 3-, and 4-gram precision vs. a 
reference, multiplied by brevity penalty

‣ Typically N = 4, wi = 1/4

‣ r = length of reference 
c = length of system output

‣ Does this capture fluency and adequacy?
https://github.com/mjpost/sacrebleu

Papineni et al. (2002)



BLEU Score
‣ Better methods with 

human-in-the-loop

‣ If you’re building real MT 
systems, you do user studies. 
In academia, you mostly use 
BLEU, COMET, etc.

‣ HTER: human-assisted 
translation error rate



Appraise - Human Evaluation Interface

Federmann (2010)
‣ Direct Assessment (DA) -  a subjective quality score on each output



WMT 2024

Kocmi et al. (2024)



MQM - word-level Human Eval
‣ Multidimensional Quality Metrics (MQM)

Lommel et al. (2014)



🌾Thresh — Fine-grained Text Evaluation Tool

David Heineman, Yao Dou, Wei Xu. “Thresh: A Unified, Customizable and Deployable Platform for Fine-Grained Text Evaluation”  (EMNLP 2023 demo)  

https://github.com/davidheineman/thresh

https://github.com/davidheineman/thresh


Automatic MT Evaluation Metrics

‣ HTER (2009): human-assisted translation error rate

‣ METEOR (2005): also take into consideration of synonyms 

‣ BERTScore (2019): embedding-based

‣ BLEURT (2020) and COMET (2020): trained neural network model using 
human evaluation data

‣ BLEU (2002): n-gram overlap

‣ and many more … e.g., CometKiwi-DA-XL (2023), MetricX-23-XL (2023)



WMT 2025



WMT’25 Automatic Eval.

‣ LLM-as-a-judge (reference-free): 
GEMBA-ESA, GPT-4.1, Command A

‣ Trained reference-based metrics: 
MetricX, XCOMET

‣ Trained Quality Estimation (QE): 
reference-less CometKiwi



GEMBA-ESA
‣ MQM simplified into Error Span Annotation (ESA), which focuses on the 

error span severities and not the actual error types.

Kocmi et al. (2024)



GEMBA-ESA
‣ MQM simplified into Error Span Annotation (ESA), which focuses on the 

error span severities and not the actual error types.

‣ Few-shot prompt of GPT-4 as the judge 

Kocmi & Federmann (2023)Kocmi et al. (2024)



XCOMET

Guerreiro et al. (2024)



COMETKIWI - Learnt Metric

Rei et al. (2022)

‣ Learn from both sentence-level and word-level quality estimations

‣ Use a (trainable) weighted sum of the 
hidden states of each layer of the encoder



COMET - Learnt Metric

Rei et al. (2020)

‣ Regression Metric (left): trained on a regression task using source, MT and 
reference; Ranking Metric (middle): optimize to encode good translations 
closer to the anchors (source, reference) while pushing bad translations 
away; Reference-less Metric (right): does not use the reference translation.



WMT’25 Preliminary Results



Hunyuan-MT



Hunyuan-MT



The Holy Grail of AI / NLP

Evaluating Robustness of Large Language 
Models with Neologisms (NeoBench)

Jonathan Zheng        Alan Ritter               Wei Xu



Doomscrolling

and ways to  
prevent it

2023202220212020

Fomosapien: 
slang for a person 
with an innate 
fear of missing 
out (FOMO) on 
something.

BART 
T5

GPT-J
GPT-3.5 
GPT-4

LLaMA-1
LLaMA-2

Pig ButcheringMaskne 

Barbiecore

    NeoBench — evolving human languages
Data contamination, long-tail low-frequency words, tokenization, …

We used 3 different methods to obtain 2,505 single- and multi-word neologisms. 



    NeoBench — human evaluation on translation
Models struggle to translate sentences that contains neologism (vs. non-neologism) word. 



    NeoBench — perplexity, Cloze QA, definition
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    NeoBench — automatic eval on translation
Automatic evaluation metrics do not show good system-level correlations with human evaluation.
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The Holy Grail of AI / NLP

Evaluating Robustness of Large Language 
Models with Neologisms (NeoBench)

Jonathan Zheng        Alan Ritter               Wei Xu A better technical solution for  
marker-based label projection
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Newer, larger LLMs work better; but, perplexity becomes worse after instruction tuning. 
    NeoBench — perplexity, Cloze QA, definition
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