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Mean (Math Review)

> Arithmetic Mean=(P +R) / 2

The level curve with score .5 for each function

!
— Minimum

- Harmonic Mean

- Geometric Mean = 4/P xR — Geometric Mear

- Arithmetic Mean

> Harmonic Mean=2xP xR/ (P + R)

Precision
N

0.4

Recall

Image credit: Greg Gandenberger



Evaluating MT

» Fluency: does it sound good in the target language?

- Fidelity/adequacy: does it capture the meaning of the original?

» BLEU score: geometric mean of 1-, 2-, 3-, and 4-gram precision vs. a
reference, multiplied by brevity penalty

N
BLEU= BP - exp (Z Wy, logpn>
n=1

hypothesis 1

hypothesis 2

hypothesis 3

reference 1

reference 2

l1-gram | 2-gram

3-gram

I am exhausted 3/3 1/2 0/1
Tired is I 1/3 0/2 0/1
ITI 1/3 0/2 0/1
I am tired

I am ready to sleep now and so exhausted

Papineni et al. (2002)



Evaluating MT

» Fluency: does it sound good in the target language?
- Fidelity/adequacy: does it capture the meaning of the original?

» BLEU score: geometric mean of 1-, 2-, 3-, and 4-gram precision vs. a
reference, multiplied by brevity penalty

N
BLEU= BP-exp (Z Wy, logpn> - Typically N=4, wi=1/4
n=1

Bp — ] if c>r > r = length of reference
) el if e < c = length of system output
» Does this capture fluency and adequacy? Papineni et al. (2002)

https://github.com/mjpost/sacrebleu



BLEU Score

» Better methods with
human-in-the-loop

» HTER: human-assisted
translation error rate

> |If you’re building real MT

systems, you do user studies.

In academia, you mostly use
BLEU, COMET, etc.

(variant of BLEU)

NIST Score

¢ Adequacy .
2 Fluency
1.3
1.0 .
) =
g0 e
B
0
O ‘ -1.0 -
O

Human Judgments

slide from G. Doddington (NIST)



Appraise - Human Evaluation Interface

Findings of the 2019 Conference on Machine Translation (WMT19)

Sentence pair WMT19DocSrcDA #281:Document #reuters.218861-0 English — German (deutsch)

For the pair of sentences below: Read the text and state how much you agree that:

The black text adequately expresses the meaning of the gray text in German (deutsch).

North Korea says 'no way' will disarm unilaterally without trust

— Source text

Nordkorea sagt, Spriinge ohne Vertrauen entwaffnen ohne Vertrauen.

— Candidate translation

0% 100%

© This is the GitHub version #wmt19dev of the Appraise evaluation system. ® Some rights reserved. 23 Developed and maintained by Christian Federmann.

Figure 3: Screen shot of segment-rating portion of document-level direct assessment in the Appraise interface for an example
English to German assessment from the human evaluation campaign. The annotator is presented with the machine translation
output segment randomly selected from competing systems (anonymized) and 1s asked to rate the translation on a sliding scale.

> Direct Assessment (DA) - a subjective quality score on each output
Federmann (2010)



WMT 2024

"It's not that bad, right, Kayel?"

,Neni to tak hroznée, ne?“ _

0%: No meaning 33%: Some meaning preserved 66%: Most meaning preserved 100%: Perfect

preserved

Reset « Completed

Kayel clearly didn't agree with Nyssi, he looked less black than normal and his claws had dug into
Thassalin's back to the point that he'd made the Thraki bleed, but Thassalin clearly didn't seem
to care. That being said, Thassalin had realized he had scared his new friends and found a
clearing to land in.

Kayel jasné nesouhlasil s Nyssim, vypadal méné cerné nez obvykle a jeho drapy
se zabodly do zady Thassalina tak, Ze mu zpusobily krvaceni, ale Thassalin

jasné nevypadal, Ze by se mu to nelibilo. Reknéme, Ze Thassalin si uvédomil, Ze
vydésil své nové pratele a nasel misto, kde monhl pristat. [MISSING]

0%: No meaning 33%: Some meaning preserved 66%: Most meaning preserved 100%: Perfect

preserved

Reset  Completed

(a) Excerpt of two segments from a larger document. In the first
segment, the name “Kayel” 1s omitted which 1s a major error. In
the second segment, there are many minor errors.

Pred triceti miliony let se v krajiné potulovalo monstrum. pravdépodobné tu
mluvime o jednom z nejdivocCejsich zvirat, které kdy chodilo po Zemi... Byla to
nejvetsi Selma zijici v Severni Americe od dob dinosauru. Podivej se na
velikost té tu lebky. Podivej se na v8echny ty zuby. Zadné zvite takové

neexistuje. Nikde. [MISSING]

0%: No meaning 33%: Some meaning preserved 66%: Most meaning preserved 100%: Perfect

preserved

Reset « Completed

(b) Example of a video to text translation with several minor
errors. The annotator can control the video player.

Figure 1: Two screenshots of ESA (Kocmi et al., 2024b) and the annotator instructions. ESA shows multiple segments within a
document at once as well as video sources. After marking the individual error spans, the annotator assigns the final segment

score from O to 100. The tool 1s implemented in Appraise (Federmann, 2018).

Kocmi et al. (2024)



MQM - word-level Human Eval

- Multidimensional Quality Metrics (MQM) s

Over-translabion

: : Under-transiation
Culture-specific reference Audience appropriateness

Accuracy Addition

Omission
Character formatting =

Do not transiate (DNT)
LAayoutl =

Untransiated

Markup 139 T

Design and Markup

Truncation/1ext expansion J‘

Grammar
Missing text =4

Punctuation

Link /cross-reference =~ Fluency (Linguistic Conventions)
Unintelligble

The MOM COI’e Character encoding
Number format
Gurrancy format Typology

Measurement format

inconsistent with terminology resource

Terminology Inconsistent use of terminology
Time format Locale Conventions
Wrong term
Date format

Address format
~ Organizational styte

Tel format
ephone = Third-party style
Shortout
Ut key b= Inconustent with external reference
Style Register
Any other issue Custom

™~ Awkward style

M~ Unidiomatic style

- Inconssten style

Lommel et al. (2014)



\ "Thresh — Fine-grained Text Evaluation Tool

https://github.com/davidheineman/thresh

thresh.tools

A Unitied, Customizable and Deployable Plattorm
for Fine-Grained Text Evaluation

Nm
~/

Prompt (human-written):

France's former President Nicolas Sarkozy was found guilty of corruption on Monday and sentenced to three years in prison, a

stunning fall from grace for a man who led his country and bestrode the world stage for five years.

Continuation:
Given the string of accusations against Mr Sarkozy and his hardline France, it could be argued that the 6/7 AIPAC scandal and the background

of the president's class political career were alarming indeed. Some of Mr Sarkozy's closest aides had openly suggested that his remarks — in
which he dismissed other American Democrats as "crazies" who used unsavoury language — sounded like he had been flirting with suicide.
Nevertheless, - or perhaps because he did not believe in lost his job — he himself lost his job rather than resign from office in 2011 and became

the president without having to resign. In 2008, however, he became a totally shut-door candidate for the presidential election.

David Heineman, Yao Dou, Wei Xu. “Thresh: A Unified, Customizable and Deployable Platform for Fine-Grained Text Evaluation” (EMNLP 2023 demo)


https://github.com/davidheineman/thresh

Automatic MT Evaluation Metrics

» BLEU (2002): n-gram overlap

» METEOR (2005): also take into consideration of synonyms
» HTER (2009): human-assisted translation error rate

» BERTScore (2019): embedding-based

> BLEURT (2020) and COMET (2020): trained neural network model using
human evaluation data

>~ and many more ... e.g., CometKiwi-DA-XL (2023), MetricX-23-XL (2023)
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Preliminary Ranking of WMT25 General Machine Translation Systems
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Introduction

We present the preliminary rankings of machine
translation (MT) systems submitted to the WMT25
General Machine Translation Shared Task,! as de-
termined by automatic evaluation metrics. Because
these rankings are derived from automatic evalua-
tion, they may exhibit a bias toward systems that
employ re-ranking techniques, such as Quality Es-
timation or Minimum Bayes Risk decoding. The
official WMT?25 ranking will be based on human
evaluation, which is more reliable and will super-
sede these results. The official WMT25 ranking
will be based on human evaluation, which is more
reliable and will supersede these results. The pur-
pose of releasing these findings now is to assist task
participants with their system description papers;
not to provide final findings.

Types of Systems

We distinguish two types of MT systems participat-
ing in the shared task:

* Constrained systems: must use only publicly
available training data and models, be limited
to a maximum of 20B parameters, and have
their model weights released under an open
license.

* Unconstrained systems: (marked with gray)
are all other systems. They have no restric-
tions on training data or model size, and
there is no requirement to publish the model
weights. This category also includes systems
for which training information is not public.

'www2.statmt.org/wmt25/translation-task.html

Evaluated Systems

Models. Our evaluation includes systems submit-
ted by participants, as well as open-weight and
proprietary models. We selected the largest or best-
performing version of each model where applica-
ble. All constrained and unconstrained systems are
listed in Table 1. Full details for all systems will be
available in the upcoming WMT?2S5 finding paper.

Prompts. We prompt all language models using
a zero-shot, instruction-following approach, with
the specific instructions provided as part of the
blind test set. Each model was first tasked with
translating the entire document. If this initial at-
tempt failed (e.g., due to producing an incorrect
paragraph count or exceeding the token limit), we
implemented a fallback strategy of translating the
document paragraph by paragraph. This generic
setup may disadvantage systems tuned for specific
MT instructions, such as TowerLLM or EuroLLM;
these are marked with [M].

Additionally, we made two model-specific ad-
justments: (1) for Qwen3-235B reasoning capabil-
ities were disabled, and (2) for Gemini-2.5-Pro,
no reasoning budget was set, which resulted in a
6.6 X increase in output tokens, making it the most
expensive model to evaluate.

The code for collecting translations is publicly
available at () github.com/wmt-conference/wmt-
collect-translations and we marked all systems col-
lected by us with A .

Evaluation Data

Languages. The evaluation covers 32 language
pairs, with each test set containing approximately



WMT’ 25 Automatic Eval.

Automatic Ranking

Thi tion detail tomatic ranki thod, 1 .
which we reer to 2s AUTORANK. Both the set of » LLM-as-a-judge (reference-free):
automatic metrics and the aggregation procedure

?aas\lf been slightly updated since last year’s shared G E M B A_ E S A’ G PT_ 4 . 1’ C O m m a n d A

Metrics. For most language pairs,> the AU-
TORANK 1s a combination of three distinct families
of evaluation methods:

 LLM-as-a-Judge (reference-less). We use
GEMBA-ESA (Kocmi and Federmann, 2023) T - d f _ b d » .
with two independent judges: GPT-4.1 (Ope- > ra I n e re e re n Ce a S e m Et rl CS .
nAl, 2025) and Command A (Cohere Team,

2025), both in a reference-less setting. I\/I et r i CX’ X C O M ET

e Trained reference-based metrics. Two
supervised metrics trained to approximate
human quality judgments with references:
MetricX-24-Hybrid-XL (Juraska et al., 2024)
and XCOMET-XL (Guerreiro et al., 2024).

* Trained Quality Estimation (QE). The g Tra i n ed Qu a I ity ESﬁ m ati O n (QE) :

reference-less QE metric CometKiwi-XL (Rei

et al., 2023), which is also trained to mimic refe rence_less COmetKiWi

human judgments.

This combination of reference-based and
reference-less (or QE) methods is designed
to balance their complementary failure modes.
Reference-based metrics typically achieve a higher
correlation with human judgments when high-
quality references are available, while reference-
less methods reduce susceptibility to reference

3See “Low-resource exception” below.



GEMBA-ESA

- MQM simplified into Error Span Annotation (ESA), which focuses on the
error span severities and not the actual error types.

English = German translation evaluation
p

\
Rainy days! Last week got a ton done and feeling much

better about field items.
Letzte Woche habe ich elne Menge erledlgt und

fuhle mich viel besser im Feld [MISSING]

Spamsh -» English translation evaluation (example)

Esperamos mantener el impulso esta semana,
incluso con el tiempo sombrlo

\

hoplng to keep up the momentum week this week

even with the gloomy weather. [MISSING]

U eaning 337 some
preserved meaning preserved

l (] )

Figure 1: Stylized annotation user interface with Error
Span Annotation (ESA). The annotator first marks er-
rors with minor and major severity and then assigns a
final score. This is more robust than asking for score
directly.’

Kocmi et al. (2024)



GEMBA-ESA

- MQM simplified into Error Span Annotation (ESA), which focuses on the
error span severities and not the actual error types.

A » Few-shot prompt of GPT-4 as the judge

r A

Rainy days! Last week got a ton done and feeling much
better about field items.

(System) You are an annotator for the quality of machine translation. Your task is to identify
Letzte Woche habe ich e'ne Menge erledlgt und errors and assess the quality of the translation.

fuhle mich viel besser im Feld [MISSING] (user) {source_language} source:\n

:I[""“_\. ng . u_.jt-j‘;l]"] “Lm_” _ﬁ*ﬁ “[y‘[ . IF'A\;I.;“ Tt {SOUFCG_Segment:y T \n
' ' {target_language} translation:\n

[ ) T {target_segment} "~ "\n
' J \n
Spanish - English translation evaluation (example) Based on the.source segment.and machine ‘Franslatlon surroundeq with triple backticks, identify
G 3 error types in the translation and classify them. The categories of errors are: accuracy

Esperamos mantener el impulso esta semana,
incluso con el tiempo sombno

hoplng to keep up the momentum week this week

(addition, mistranslation, omission, untranslated text), fluency (character encoding, grammar,
inconsistency, punctuation, register, spelling),

locale convention (currency, date, name, telephone, or time format)

even with the gloomyweather. [MISSING] style (awkward), terminology (inappropriate for context, inconsistent use), non-translation,
" ) | N other, or no-error.\n
el meaning preserved el i Each error is classified as one of three categories: critical, major, and minor.
f_— ) Critical errors inhibit comprehension of the text. Major errors disrupt the flow, but what
— the text is trying to say is still understandable. Minor errors are technically errors,
but do not disrupt the flow or hinder comprehension.

Figure 1: Stylized annotation user interface with Error
Span Annotation (ESA). The annotator first marks er-

rors with minor and major severity and then assigns a
final score. This is more robust than asking for score Figure 1: The general prompt for GEMBA-MQM omits the gray part which performed subpar on internal data (we

directly.! include it in GEMBA-locale-MQM). The “(user)” and *“(assistant)” section is repeated for each few-shot example.

(assistant) {observed error classes}

Kocmi et al. (2024) Kocmi & Federmann (2023)



INPUT TRIPLE

_______________________________________________________

Boris Johnson teeters on edge of favour
with Tory MPs

' TRANSLATION

. Boris Johnson ist bei Tory-Abgeordneten
. vollig in der Gunst

REFERENCE

Boris Johnsons Beliebtheit bei Tory-
MPs steht auf der Kippe

I R O R I

XCOMET

Sentence-level score

G’ XCOMET 45.68 8

obtain detailed
error spans q
promote
ERROR understanding
SPANS Inferred MQM score
Boris Johnson ist bei Tory-Abgeordneten vollig in der Gunst 0.00 n
Critical Major Critical

Guerreiro et al. (2024)



COMETKIWI - Learnt Metric

» Learn from both sentence-level and word-level quality estimations

- Use a (trainable) weighted sum of the

Sentence score Word labels
hidden states of each layer of the encoder $ <R s € Ym
Feed Forward Feed Forward
T T
1 n Target Embeddings
Lo (0) = 2y~ 9(0)) c1s] : :
20 1 T T T T 7
1 Layer Pooli
_ - 1 Z, yer Pooling
L. (0) o Zz::l Wy, og po(yi) -
L(0) = AL (0) + Awr Lwi(0), Pre-trained Encoder
1

[cls] target [sep] source [eos]

Rei et al. (2022)



COMET - Learnt Metric

2 x Triplet Margin Loss

! MSE((qy
MSE(y,y) - A ~ X (9,9)

A f f . :
g Feed Forward g D 5 % Feed Forward

A R A
£ ST 5 s 7 p T (s 8; |h — 8]; % §]
g A [hi s b rl’h”‘[’m e N & A A e A S A A
5 | S A I YL MR g XLM-R XLM-R XLM-R XLM-R g XLM-R XLM-R
C A r wrrrrererer i eerererrerery werrerererree SN A T A ........... T T A T T A LT A e T A

- Regression Metric (left): trained on a regression task using source, MT and
reference; Ranking Metric (middle): optimize to encode good translations
closer to the anchors (source, reference) while pushing bad translations
away; Reference-less Metric (right): does not use the reference translation.

Rei et al. (2020)



WMT 25 Preliminary Results

English-Egyptian Arabic English-Bhojpuri
System Name LP Params. Humeval? AutoRank CometKiwiSEMBA- GEMBA- MetricX- XCOMET- System Name LP Supported Params. (B) Humeval? AutoRank | chrF++ 1
Sup- (B) I XLt  ESA-  ESA- 24-  XL+* —
ported CMDA GPT4.1 Hybrid- A Gemini-2.5-Pro v ? v 1.0 40.6
0 0 XL 1 Wenyiil v 14 v 2.5 38.9
Algharb v 14 v 2.8 38.6
Shy-hunyuan-MT v/ 7 v/ 1.0 0658 763 750 57 0.388
Wenyiil v 14 / 25 065 792 733 64 0337 A ONLINE-B v ? v 4.1 37.1
Algharb v 14 v 26  0.645 80.0 73.9 65 0328 TranssionTranslate ? ? 4 4.4 36.9
GemTrans v 27 v 34  0.644 73.0 69.6 6.0 0345 A Claude-4 ? ? v 4.5 36.7
CommandA-WMT v 111 v 4.0 0.621 77.8 75.4 -7.0 0.311 A DeepSeek-V3 ? 671 v 5.1 36.0
T s A s AEdi ‘-’ '-’ 2
olu . . . =-0. s
A Gemini-2.5-Pro v ? v 5.6 795 845 | 16 %01“ . 4 N 4 2.6 el
g ranssionMT v 1 v 6.2 34.8
A ONLINE-B v ? v 6.4 70.4 67.4 -7.1 .
A GPT-4.1 / 9 V4 6.5 78 .4 84.1 78 A Llama-4-Maverick v 400 v 6.5 344
A DeepSeek-V3 ? 671 v 6.9 74.2 75.7 77 A CommandA X 111 4 6.5 344
A Mistral-Medium v ? v 7.5 71.7 71.0 -7.8 ANLLB v 1 v 6.6 343
A Claude-4 v ? v 7.6 76.5 80.0 A Gemma-3-27B ? 27 v 8.3 324
SRPOL X 12 v 19 CommandA-WMT X 111
A CommandA v 111 v 8.3 75.8 80.0 COILD-BHO V4 7 4
A AyaExpanse-32B e 32 8.4 0.585 70.7 68.8 A Mlstral-Medlum ? ?
A ONLINE-W ? ? 9.0 0.607 67.7
A AyaExpanse-8B v 8 v 9.7 0.596 656.1 A Qwen3-235B X 235
A Qwen3-235B 7 235 10 0.5 IRB-MT v 12 v
A Gemma-3-27B v 27 A AyaExpanse-32B X 32
A EuroLLM-22B-pre.[M] v 22 Shy-hunyuan-MT v 7 v
IRB-MT v 12 v 69.0 67.5 GemTrans 74 27
A Llama-4-Maverick v/ 400 SalamandraTA v 8 v
IR-MultiagentMT X ? 56.0 A 9
4 CommandR7B / 7 / ‘gemmlff 1921;3 M ; 13
A Gemma-3-12B v 12 67.9 67.6 A TowerPlus-9B[M] X
A EuroLLM-9B[M] 4 9 A TowerPlus-72B[M] X 72
A TowerPlus-72B[M] X 72 A EuroLLM-22B-pre.[M] X 22
TranssionTranslate ? ? A EuroLLM-9B[M] X 9
TranssionMT 4 1 IR-MultiagentMT X ?
g aI;ILLBd A ; é A CommandR7B X 7
amandara
4 ONLINE.G / 5 A AyaExpanse-8B X 8
A Qwen2.5-7B ? 7
A Llama-3.1-8B X 8 .
A Qwen2.5-7B v 7 A Mistral-7B X 7
A TowerPlus-9B[M] X 9 UvA-MT 4 12
A Mistral-7B X 7 A Llama-3.1-8B X 8




2509.05209v2 [cs.CL] 9 Sep 2025

arxiv

Hunyuan-MT

Tencent
Hunyuan

2025-09-10

XCOMET-XXL Score (%)

100

90

80

70

60

50

40

30

Hunyuan-MT Technical Report
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Abstract

In this report, we introduce Hunyuan-MT-7B, our first open-source multilingual trans-
lation model, which supports bidirectional translation across 33 major languages and
places a special emphasis on translation between Mandarin and several ethnic minority
languages as well as dialects. Furthermore, to serve and address diverse translation
scenarios and enhance model performance at test time, we introduce Hunyuan-MT-
Chimera-7B, a translation model inspired by the slow thinking mode. This model inte-
grates multiple outputs generated by the Hunyuan-MT-7B model under varying parame-
ter settings, thereby achieving performance superior to that of conventional slow-thinking
models based on Chain-of-Thought (CoT). The development of our models follows
a holistic training process specifically engineered for multilingual translation, which
begins with general and MT-oriented pre-training to build foundational capabilities,
proceeds to Supervised Fine-Tuning (SFT) for task-specific adaptation, and culminates
in advanced alignment through Reinforcement Learning (RL) and weak-to-strong RL.
Through comprehensive experimentation, we demonstrate that both Hunyuan-MT-7B
and Hunyuan-MT-Chimera-7B significantly outperform all translation-specific models
of comparable parameter size and most of the SOTA large models, particularly on the
task of translation between Mandarin and minority languages as well as dialects.

In the WMT2025 shared task (General Machine Translation), our models demonstrate
state-of-the-art performance, ranking first in 30 out of 31 language pairs. This result
highlights the robustness of our models across a diverse linguistic spectrum, encom-
passing high-resource languages such as Chinese, English, and Japanese, as well as
low-resource languages including Czech, Marathi, Estonian, and Icelandic.
Hunyuan-MT-7B: https://huggingface.co/tencent/Hunyuan-MT-7B

Hunyuan-MT-Chimera-7B: https://huggingface.co/tencent/Hunyuan-MT-Chimera-78

Code Repository: https://github. com/Tencent-Hunyuan/Hunyuan-MT
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Figure 1: Benchmark performance of Hunyuan-MT models and state-of-the-art baselines.

s1.1

436

nority



Hunyuan-MT

Tencent

Hunyuan 2025-09-10

arXiv:2509.05209v2 [cs.CL] 9 Sep 2025

XCOMET-XXL Score (%)

Hunyuan-MT Technical Report Hunyuan-7B-Base” ,L—’ — '—4 Hunyuan-MT-7B '
| \ . |

Tencent Hunyuan Team |
r SN SIS G G B G G G R S . . . T . .- e J

Abstract [

v

In this report, we introduce Hunyuan-MT-7B, our first open-source multilingual trans- | '
lation model, which supports bidirectional translation across 33 major languages and

places a special emphasis on translation between Mandarin and several ethnic minority HUﬂYUdﬂ-MT—?B H Wedk— fO—Sfrong RL
languages as well as dialects. Furthermore, to serve and address diverse translation .

scenarios and enhance model performance at test time, we introduce Hunyuan-MT- :

Chimera-7B, a translation model inspired by the slow thinking mode. This model inte-

grates multiple outputs generated by the Hunyuan-MT-7B model under varying parame-

ter settings, thereby achieving performance superior to that of conventional slow-thinking

models based on Chain-of-Thought (CoT). The development of our models follows

a holistic training process specifically engineered for multilingual translation, which

beging with general and Miorientenl protraining o build foondational capabilifics Figure 2: Post-training pipeline of the Hunyuan-MT-7B and Hunyuan-MT-Chimera-7B models.

proceeds to Supervised Fine-Tuning (SFT) for task-specific adaptation, and culminates
in advanced alignment through Reinforcement Learning (RL) and weak-to-strong RL.
Through comprehensive experimentation, we demonstrate that both Hunyuan-MT-7B
and Hunyuan-MT-Chimera-7B significantly outperform all translation-specific models
of comparable parameter size and most of the SOTA large models, particularly on the
task of translation between Mandarin and minority languages as well as dialects.

In the WMT2025 shared task (General Machine Translation), our models demonstrate
state-of-the-art performance, ranking first in 30 out of 31 language pairs. This result
highlights the robustness of our models across a diverse linguistic spectrum, encom-

passing high-resource languages such as Chinese, English, and Japanese, as well as - i 2 -

low-resource languages including Czech, Marathi, Estonian, and Icelandic. P r Omp t Temp late fOl' Hunyuan MT Chlmer d 7B'

Hunyuan-MT-7B: https://huggingface.co/tencent/Hunyuan-MT-7B . . .

Hunyuan-MT-Chimera-7B: https://huggingface. co/tencent/Hunyuan-MT~Chimera-78 Analyze the following multiple <target_language> translations of the <source_language>

Code Repository: https://github. con/Tencent-Hunyuan/tiunyuan-iit segment surrounded in triple backticks and generate a single refined <target_language>

translation. Only output the refined translation, do not explain.
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- Hunyuan-MT.78 W Seed X-PPO-78 40 Llama-4.Scout-17B-16E-Instruct  #» Qwen3.235B.A228 = Gemini-2.5-Pro GPT4.1

Figure 1: Benchmark performance of Hunyuan-MT models and state-of-the-art baselines.
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9 NeoBench — evolving human languages

Data contamination, long-tail low-frequency words, tokenization, ...

Fomosapien:
slang for a person
with an innate
fear of missing
out (FOMO) on
something.

Pig Butchering

(

2021 2023

GPT-J LLaMA-2

BART GPT-3.5 LLaMA-1
T5 GPT-4

We used 3 different methods to obtain 2,505 single- and multi-word neologisms.



9 NeoBench — human evaluation on translation

Google Translate Microsoft Bing
80% [ oo
6096*-§~§§;- -
40% [
20% | | |
DeepL Translator GPT-4
8000 [ o o o e
60%
209 |— J"”,,»~\§\\§~””,/f\\\\\
207% | | T\\\\ l
2020 2021 2022 2023 2020 2021 2022 2023
Good Mistranslations

Figure 3: Percentage of good translations and mis-
translations of neologism sentences over time. The
dashed line represents the percentage of good trans-
lations achieved on non-neologism sentences.

Models struggle to translate sentences that contains neologism (vs. non-neologism) word.
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Figure 4: Example Google Trend lines measuring neol-
ogism prevalence. The dashed line estimates the date a
neologism becomes popular while not yet conventional.



9 NeoBench — perplexity, Cloze QA, definition

a) Definition Generation Output Examples

Stablecoin

Reference Definition: A stablecoin is a type of cryptocurrency where the value of the digital asset is supposed to be
pegged to a reference asset, which is either fiat money, exchange-traded commodities, or another cryptocurrency.

Model Output (Correct): Stablecoins are cryptocurrencies designed to maintain a stable value, typically by pegging
their value to a specific asset or basket of assets, such as the US dollar, gold, or a combination of assets.

Angel Shot

Reference Definition: An angel shot is a code to inform a bartender that a customer is not safe and needs assistance.

Model Output (Incorrect): An angel shot is a cocktail made with whiskey and cream, served in a shot glass.

b) Machine Translation Output Examples

Longcovid

Input: Each reinfection increases the risk of longcovid, hospitalization, & death.

Model Output (Correct): & /X FHRGE SN K dmEs « FEBEMFE T BIXES -

(Every reinfection increases the risk of long COVID, hospitalization, and death.)

Human Translation: & — /AR SRS HIGE R « FBRIGTT, ERILTRIXE -

(Each COVID-19 infection increases the risk of developing sequelae, hospitalization, and even death.)

Doomscrolling

Input: Starting to think doomscrolling through the fall of civilization is having a negative effect on my mental health.

Model Output (Incorrect): 17 IANFEI AR PR DI LIE X B OB R4 1 S 5o -

(Start to think that the doom rolling in the decline of civilization is having a negative impact on my
mental health.)

Human Translation: 7745 %1%, il 5% T 3 BAZEMH 1 REE AT EN Fp OB =4 T R -

(Starting to feel that scrolling through negative news about the decline of civilization is having a negative impact
on my mental health.)

Table 3: Example model definitions and translations for NEO-BENCH tasks. “Doomscrolling” 1s the act of spending
an excessive amount of time reading negative news online. (English translations are shown for information only.)



9 NeoBench — human evaluation on transiation

Models struggle to translate sentences that contains neologism (vs. non-neologism) word.

a) Sentences Containing Neologisms

9 3] | Example:
Starting to think
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9 NeoBench — automatic eval on transiation

Automatic evaluation metrics do not show good system-level correlations with human evaluation.

Reference-Based Metrics

Reference-Free Metrics

Model (human rank)

BLEUT COMET?T MX-23xx1.| MX-23xL| | COMETkwi? MX-QExxL| MX-QExL|
Bing Translator (1)1 0452 (2) 0.825(5) 2.419(6) 2.343(6) 0.788 (5) 1.679 (5) 2.246 (5)
GPT-4 (2) 10446 (3) 0.854(1) 1.550(1) 1.793(1) 0.793 (3) 1.432(3) 2.089 (3)
Google Translate 3) (0507 (1) 0.853(2) 1.825(4) 1.945@4) 0.800 (2) 1.429 (2) 1.940 (1)
DeepL Translator (4) 10406 (4) 0842(3) 1.775@3) 1.901 (3) 0.807 (1) 1.260 (1) 1.944 (2)
GPT-3.5 (5)10.399(5) 0.841 (4) 1.705(2) 1.796 (2) 0.792 (4) 1.467(4) 2.157 (4)
ALMA 7B (LLaMA-2) (6) | 0.285(7) 0.801 (6) 2.382(5) 2.251(5) 0.746 (6) 2.038(6) 2.462 (6)
M2M100 1.2B (7) 1 0.337(6) 0.776 (7) 3.454(7) 3.142(7) 0.745 (7) 2.821(7) 2.976 (7)
Spearman’s p 0.244 0.445 0.457 0.380 0.491 0.451 0.445
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9 NeoBench — perplexity, Cloze QA, definition

a) Definition Generation Output Examples

Stablecoin

Reference Definition: A stablecoin is a type of cryptocurrency where the value of the digital asset is supposed to be
pegged to a reference asset, which is either fiat money, exchange-traded commodities, or another cryptocurrency.

Model Output (Correct): Stablecoins are cryptocurrencies designed to maintain a stable value, typically by pegging
their value to a specific asset or basket of assets, such as the US dollar, gold, or a combination of assets.

Angel Shot

Reference Definition: An angel shot is a code to inform a bartender that a customer is not safe and needs assistance.

Model Output (Incorrect): An angel shot is a cocktail made with whiskey and cream, served in a shot glass.

b) Machine Translation Output Examples

Longcovid

Input: Each reinfection increases the risk of longcovid, hospitalization, & death.

Model Output (Correct): & /X FHRGE SN K dmEs « FEBEMFE T BIXES -

(Every reinfection increases the risk of long COVID, hospitalization, and death.)

Human Translation: & — /AR SRS HIGE R « FBRIGTT, ERILTRIXE -

(Each COVID-19 infection increases the risk of developing sequelae, hospitalization, and even death.)

Doomscrolling

Input: Starting to think doomscrolling through the fall of civilization is having a negative effect on my mental health.

Model Output (Incorrect): 17 IANFEI AR PR DI LIE X B OB R4 1 S 5o -

(Start to think that the doom rolling in the decline of civilization is having a negative impact on my
mental health.)

Human Translation: 7745 %1%, il 5% T 3 BAZEMH 1 REE AT EN Fp OB =4 T R -

(Starting to feel that scrolling through negative news about the decline of civilization is having a negative impact
on my mental health.)

Table 3: Example model definitions and translations for NEO-BENCH tasks. “Doomscrolling” 1s the act of spending
an excessive amount of time reading negative news online. (English translations are shown for information only.)
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Automatic evaluation metrics do not show good system-level correlations with human evaluation.

Reference-Based Metrics

Reference-Free Metrics

Model (human rank)
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Bing Translator (1)1 0452 (2) 0.825(5) 2.419(6) 2.343(6) 0.788 (5) 1.679 (5) 2.246 (5)
GPT-4 (2) 10446 (3) 0.854(1) 1.550(1) 1.793(1) 0.793 (3) 1.432(3) 2.089 (3)
Google Translate 3) (0507 (1) 0.853(2) 1.825(4) 1.945@4) 0.800 (2) 1.429 (2) 1.940 (1)
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%) NeoBench — perplexity, Cloze QA, definition

Newer, larger LLMs work better; but, perplexity becomes worse after instruction tuning.

Cloze Question Answering

@ GPT-4 16.60 | 99.46
= LLaMA-2 Chat 70B 27.20 ] 95.47
& LLaMA-2 Chat 13B 98.00 ] 92.67
g LLaMA-2 Chat 7B 27.28 87.56 Neologism: doomscrolling
:‘3 Mistral Instruct 7B 30.74 88.98 The silver lining of this website no longer functioning as an even
E OLMo Instruct 7B 33.25 87.41 vaguely reliable information source is that ____ has basically
g Alpaca 7B 32.99 80.00 been completely undermined. It wouldn’t even work now since
- Flan-T5 Large 39.84 82.24 everything is too geared to outrage clickbait and actual reporting
has disappeared, so there is no point staying on the app.
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Newer, larger LLMs work better; but, perplexity becomes worse after instruction tuning.
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