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This Lecture

‣ CNNs

‣ CNNs for Sen3ment, En3ty Linking



Administrivia

‣ Reading — Goldberg 9 (CNN); Eisenstein 3.4, 7.6



A Bit of History

LeCun et al. (1998), earlier work in 1980s
https://www.youtube.com/watch?v=FwFduRA_L6Q



ImageNet - Object Recogni3on

Russakovsky et al. (2012)
Lecture 1 -  Fei-Fei Li & Justin Johnson & Serena Yeung 4/4/201723

Output: 
Scale 
T-shirt 

Steel drum 
Drumstick 
Mud turtle

Steel drum

✔ ✗
Output: 

Scale 
T-shirt 

Giant panda 
Drumstick 
Mud turtle

The Image Classification Challenge: 
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1,431,167 images

Russakovsky et al. arXiv, 2014



ImageNet - Object Recogni3on



Convolu3onal Neural Networks

Krizhevsky et al. (2012)

‣ AlexNet - one of the first strong results

‣ more filters per layer as well as stacked convolu3onal layers

‣ use of ReLU for the non-linear part instead of Sigmoid or Tanh

convolu3onal 
layers

fully connected layers



Convolu3onal Layer

‣ Applies a filter over patches of the input and returns that filter’s ac3va3ons

‣ Convolu3on: take dot product of filter with a patch of the input

Each of these cells is a vector with mul3ple values 
Images: RGB values (k=3 dim)

image: n x n x k filter: m x m x k

offsets

sum over dot products



Convolu3onal Layer

‣ An animated example: k = 1, and a filter of size 3x3. 



Convolu3onal Layer

image: n x n x k ac3va3ons: (n - m + 1) x (n - m + 1) x 1filter: m x m x k

‣ Applies a filter over patches of the input and returns that filter’s ac3va3ons

‣ Convolu3on: take dot product of filter with a patch of the input



Convolu3ons for NLP

‣ Combines evidence locally in a sentence and produces a new (but s3ll 
variable-length) representa3on 

‣ Input and filter are 2-dimensional instead of 3-dimensional

the movie was good

vector for each word

sentence: n words x k vec dim filter: m x k ac3va3ons: (n - m + 1) x 1



CNNs for Sen3ment



CNNs for Sen3ment Analysis

the movie was good

n x k

c filters, 
m x k each

n x c

max pooling over the sentence

c-dimensional vector

projec3on + soumax

P (y|x)

W

‣ Max pooling: return the max 
ac3va3on of a given filter 
over the en3re sentence; 
like a logical OR (sum 
pooling is like logical AND)
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‣ Filter “looks like” the things that will cause it to have high ac3va3on

Understanding CNNs for Sen3ment
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“good” filter output
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‣ Filters are ini3alized randomly and then learned
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Features for 
classifica3on layer 
(or more NN layers)

‣ Takes variable-length input and turns it into fixed-length output

Understanding CNNs for Sen3ment
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‣ Word vectors for similar words are similar, so convolu3onal filters will 

have similar outputs

Understanding CNNs for Sen3ment

“good” filter output
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movie

was

good
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0.14

0.0

} max = 1.5

“not good”

not
0.1

1.5

‣ Analogous to bigram features in bag-of-words models

}
}

‣ Indicator feature of text containing bigram <-> max pooling of a filter that 
matches that bigram

Understanding CNNs for Sen3ment



What can CNNs learn?

‣ CNNs let us take advantage of word similarity

‣ CNNs are transla3on-invariant like bag-of-words

‣ CNNs can capture local interac3ons with filters of width > 1

really not very good  vs. really not very enjoyable 

It was not good, it was actually quite bad  vs. it was not bad, it was actually quite good

The movie was bad, but blah blah blah … vs.   … blah blah blah, but the movie was bad.



CNNs: Implementa3on

‣ Input is batch_size x n x k matrix, filters are c x m x k matrix (c filters)

‣ All computa3on graph libraries support efficient convolu3on opera3ons

‣ Typically use filters with m ranging from 1 to 5 or so (mul3ple filter 
widths in a single convnet)



CNNs for Sentence Classifica3on
‣ Ques3on classifica3on, 

sen3ment, etc.

Kim (2014)

‣ Conv+pool, then use feedforward 
layers to classify

the movie was good

W

‣ Can use mul3ple types of input 
vectors (fixed ini3alizer and 
learned)



CNNs for Sentence Classifica3on

Kim (2014)

Figure	from	Kim	(2014)

wait 
for 
the 

video 
and 
do 
n't 

rent 
it 

n x k representation of 
sentence with static and 

non-static channels 

Convolutional layer with 
multiple filter widths and 

feature maps 

Max-over-time 
pooling 

Fully connected layer 
with dropout and  
softmax output 

Figure 1: Model architecture with two channels for an example sentence.

necessary) is represented as

x1:n = x1 � x2 � . . .� xn, (1)

where � is the concatenation operator. In gen-
eral, let xi:i+j refer to the concatenation of words
xi,xi+1, . . . ,xi+j . A convolution operation in-
volves a filter w 2 Rhk, which is applied to a
window of h words to produce a new feature. For
example, a feature ci is generated from a window
of words xi:i+h�1 by

ci = f(w · xi:i+h�1 + b). (2)

Here b 2 R is a bias term and f is a non-linear
function such as the hyperbolic tangent. This filter
is applied to each possible window of words in the
sentence {x1:h,x2:h+1, . . . ,xn�h+1:n} to produce
a feature map

c = [c1, c2, . . . , cn�h+1], (3)

with c 2 Rn�h+1. We then apply a max-over-
time pooling operation (Collobert et al., 2011)
over the feature map and take the maximum value
ĉ = max{c} as the feature corresponding to this
particular filter. The idea is to capture the most im-
portant feature—one with the highest value—for
each feature map. This pooling scheme naturally
deals with variable sentence lengths.

We have described the process by which one
feature is extracted from one filter. The model
uses multiple filters (with varying window sizes)
to obtain multiple features. These features form
the penultimate layer and are passed to a fully con-
nected softmax layer whose output is the probabil-
ity distribution over labels.

In one of the model variants, we experiment
with having two ‘channels’ of word vectors—one

that is kept static throughout training and one that
is fine-tuned via backpropagation (section 3.2).2

In the multichannel architecture, illustrated in fig-
ure 1, each filter is applied to both channels and
the results are added to calculate ci in equation
(2). The model is otherwise equivalent to the sin-
gle channel architecture.

2.1 Regularization

For regularization we employ dropout on the
penultimate layer with a constraint on l2-norms of
the weight vectors (Hinton et al., 2012). Dropout
prevents co-adaptation of hidden units by ran-
domly dropping out—i.e., setting to zero—a pro-
portion p of the hidden units during foward-
backpropagation. That is, given the penultimate
layer z = [ĉ1, . . . , ĉm] (note that here we have m
filters), instead of using

y = w · z + b (4)

for output unit y in forward propagation, dropout
uses

y = w · (z � r) + b, (5)

where � is the element-wise multiplication opera-
tor and r 2 Rm is a ‘masking’ vector of Bernoulli
random variables with probability p of being 1.
Gradients are backpropagated only through the
unmasked units. At test time, the learned weight
vectors are scaled by p such that ŵ = pw, and
ŵ is used (without dropout) to score unseen sen-
tences. We additionally constrain l2-norms of the
weight vectors by rescaling w to have ||w||2 = s
whenever ||w||2 > s after a gradient descent step.

2We employ language from computer vision where a color
image has red, green, and blue channels.

1747

5/12/16Richard	Socher

n	words	(possibly	 zero	padded)	 and	each	word	vector	has	k	dimensions



Sentence Classifica3on

ques3on type 
classifica3on

subjec3vity/objec3vity 
detec3on

movie review 
sen3ment

product 
reviews

‣ Also effec3ve at document-level text classifica3on
Kim (2014)



En3ty Linking

‣ CNNs can produce good representa3ons of both sentences and 
documents like typical bag-of-words features

that they had disqualified  Armstrong  
from his seven consecu3ve 

Armstrong County

Lance Armstrong

‣ Can dis3ll topic representa3ons for use in en3ty linking

cycling domain

geopoli3cal domain



En3ty Linking

Although he originally won the 
event, the United States An3-
Doping Agency announced in 
August 2012 that they had 
disqualified  Armstrong  from 
his seven consecu3ve Tour de 
France wins from 1999–2005.

Armstrong County 
is a county in 
Pennsylvania…

Lance Edward Armstrong is 
an American former 
professional road cyclist

Document topic vector Ar3cle topic vector Ar3cle topic vector

CNN CNN CNN

sLance = d · aLance
P (y|x) = softmax(s)

d aLance aCounty

sCounty = d · aCounty

Francis-Landau et al. (2016)



En3ty Linking

Francis-Landau et al. (2016)

sum pooling

Relu



Compare: CNNs vs. LSTMs

‣ Both LSTMs and convolu3onal layers transform the input using context

the movie was good the movie was good

n x k

c filters, 
m x k each

O(n) x c

n x k

n x 2c

BiLSTM with 
hidden size c

‣ LSTM: “globally” looks at the en3re sentence (but local for many problems)

‣ CNN: local depending on filter width + number of layers



Deep Convolu3onal Networks
‣ Low-level filters: extract low-level features from the data

Zeiler and Fergus (2014)



Deep Convolu3onal Networks
‣ High-level filters: match larger and more “seman3c pa1erns”

Zeiler and Fergus (2014)



Mul3-layer CNNs



Takeaways

‣ CNN — CNNs are a flexible way of extrac3ng features analogous to bag 
of n-grams, can also encode posi3onal informa3on

‣ RNN — Sequen3al model that works well to present language. A1en3on 
mechanism is very effec3ve, especially in seq2seq models. 

‣ Transformer —  No recurrent units (a computa3on bo1leneck), 
effec3vely capturing context and long dependencies. Mul3-heads 
analogous to different convolu3onal filters.


