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Administrivia

‣ Readings — 
‣ J+M 10, 11 
‣ GPT-3 by Brown et al.  

https://arxiv.org/abs/2005.14165

‣ Project 3 is released (seq2seq chatbot; can be used for MT)



This Lecture

‣ T0/Flan/PaLM (if Rme)

‣ BART / T5

‣ GPT / GPT-2 / GPT-3



BART/T5  
(encoder-decoder type of LMs)



BERT (encoder) vs. GPT (decoder)

Lewis et al. (2019)

‣ BERT: only parameters are an 
encoder, trained with masked 
language modeling objecRve

‣ GPT: only the decoder, autoregressive LM

B D

A   _   C   _  E
‣ No way to do translaRon or 

le\-to-right language 
modeling tasks

‣ (Small-size versions) Typically used 
for uncondiRoned generaRon tasks, 
e.g. story or dialog generaRon



BART (encoder-decoder)

Lewis et al. (October 30, 2019)

‣ Sequence-to-sequence BERT 
variant: permute/make/delete 
tokens, then predict full 
sequence autoregressively

‣ For downstream tasks: feed 
document into both encoder + 
decoder, use decoder hidden 
state as output

‣ Good results on translaRon, summarizaRon tasks

‣ What to do for seq2seq tasks?



BART

Infilling is longer 
spans than masking

‣ BART uses mulRple de-noising LM objecRve:

Lewis et al. (2019)



BART

‣ Final system: combinaRon of infilling and sentence permutaRon

‣ Infilling is all-around a bit becer than masking or deleRon

Lewis et al. (2019)



BART

‣ Results on GLUE benchmark are not becer than RoBERTa

Lewis et al. (2019)



BART

‣ Results on GLUE benchmark are not becer than RoBERTa

Lewis et al. (2019)



CoLA
‣ Corpus of LinguisRc Acceptability (CoLA); to test whether a model can 

recognize (a) morphological anomalies, (b) syntacRc anomalies, and 
(c) semanRc anomalies.

Warstadt et al. (2020)



BART for SummarizaRon

‣ But, strong results on dialogue, summarizaRon, and other generaRon tasks.

Lewis et al. (2019)



T5

Raffel et al. (2020)

‣ Frame many problems as sequence-to-sequence ones:



T5
‣ Pre-training: similar denoising scheme to BART

‣ Different mask tokens for individual masked spans; also different 
format for targets 

Raffel et al. (2020)



T5
‣ Compared several different unsupervised LM objecRves:

Raffel et al. (2020)



T5

‣ We sRll haven't hit the limit of bigger data being useful for pre-
training: here we see stronger MT results from the biggest data

‣ Colossal Cleaned Common Crawl (C4): 750 GB of text

Raffel et al. (2020)



GPT/GPT2



OpenAI GPT/GPT2

Radford et al. (2019)

‣ “ELMo with transformers” (works becer than ELMo)

‣ Train a single unidirecRonal transformer LM on long contexts

‣ Masked self-acenRon: each token can only acend to past tokens



OpenAI GPT/GPT2

‣ GPT2: trained on 40GB of text 
collected from upvoted links 
from reddit

‣ 1.5B parameters — the largest 
of these models trained as of 
March 2019

Radford et al. (2019)

‣ Because it's a language model, we can generate from it



OpenAI GPT2

slide credit: 
OpenAI



Open QuesRons

3) How do we harness these priors for condiRonal generaRon tasks 
(summarizaRon, generate a report of a basketball game, etc.)

4) Is this technology dangerous? (OpenAI pursued a “staged release”)

1) How novel is the stuff being generated? (Is it just doing nearest 
neighbors on a large corpus?)

2) How do we understand and disRll what is learned in this model?



Ethical ConsideraRons



Grover
‣ Sample from a large language model condiRoned on a domain, date, 

authors, and headline

Zellers et al. (2019)
‣ NOTE: Not a GAN, discriminator trained separately from the generator



Grover

Zellers et al. (2019)

‣ Humans rank Grover-generated propaganda as more realisRc than 
real “fake news”

‣ Fine-tuned Grover can detect Grover propaganda easily — authors 
argue for releasing it for this reason



Bias and Toxicity

https://toxicdegeneration.allenai.org/

‣ “Toxic degeneraRon”: systems that generate toxic stuff

‣ System trained on a big chunk of the Internet: condiRoning on “SJW”, 
“black” gives the system a chance of recalling bad stuff from its 
training data



Pre-Training Cost (with Google/AWS)

hcps://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/

‣ XLNet (BERT variant): $30,000 — $60,000 (unclear)

‣ Grover-MEGA (1.5B parameters): $25,000

‣ BERT: Base $500, Large (340M parameters) $7000

‣ This is for a single pre-training run…developing new pre-training 
techniques may require many runs

‣ Fine-tuning these models can typically be done with a single GPU (but 
may take 1-3 days for medium-sized datasets)

https://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/


Pre-Training Cost (with Google/AWS)

hcps://lambdalabs.com/blog/demysRfying-gpt-3/

‣ GPT-3: esRmated to be $4~10M. This cost has a large carbon footprint

‣ Carbon footprint: equivalent to driving 700,000 km by car (source: 
Anthropocene magazine)

‣ (Counterpoints: GPT-3 isn’t trained frequently, equivalent to 100 
people traveling 7000 km for a conference, can use renewables)

‣ BERT-Base pre-training: carbon emissions roughly on the same order as a 
single passenger on a flight from NY to San Francisco

hcps://www.technologyreview.com/2019/06/06/239031/training-a-single-
ai-model-can-emit-as-much-carbon-as-five-cars-in-their-lifeRmes/

Strubell et al. (2019)



GPT-3



Scaling Up

‣ QuesRon: what are the scaling limits of large language models?

‣ NVIDIA: trained 8.3B 
parameter GPT model (5.6x 
the size of GPT-2), showed 
lower perplexity from this

‣ Didn’t catch on and wasn't 
used for much



GPT-3 vs. GPT-2

Brown et al. (2020)

‣ GPT-3 but even larger —> 175B parameter models (3640 PF-days)

https://twitter.com/cocoweixu/status/1285727605568811011

‣ sparse factorizaRons of the acenRon matrix to reduce compuRng 
Rme and memory use. context window is set to 2048 tokens.

‣ Data: filtered Common Crawl (410B tokens downsampled x0.44) + 
WebText dataset (19B x2.9) + two Internet-based book corpora 
(12Bx1.9, 55Bx0.43) + English Wiki (3B upsampled x3.4)



GPT-3

Brown et al. (2020)

‣ GPT-2 but even larger: 1.3B -> 175B parameter models

‣ 175B parameter model’s parameters alone take >400GB to store (4 
bytes per param). Trained in parallel on a “high bandwidth cluster 
provided by Microso\”

‣ Trained on 570GB of Common Crawl



Pre-training Cost
‣ Trained on Microso\ Azure, esRmated to cost $4~10M (1000x BERT-large)

1 petaflop/s-day is equivalent to 8 V100 GPUs at full efficiency of a day
Brown et al. (2020)



Scaling Laws

Kaplan et al. (2020)

‣ Each model is a different-sized LM (GPT-style)

‣ With more compute, larger models get further down the loss “fronRer”

‣ Building a bigger model (increasing compute) will decrease test loss!

petaflop (1020)/s-days



GPT-3

‣ This is the “normal way” 
of doing learning in 
models like GPT-2, BERT 
…

Brown et al. (2020)



GPT-3: Few-shot PrompRng

‣ Model is frozen and  
is given a few 
demonstraRons.

Brown et al. (2020)



GPT-3: Few-shot PrompRng

‣ Model is frozen and  
is given a few 
demonstraRons.

Brown et al. (2020)

‣ “in-context learning” - unlike convenRonal machine learning in that there’s 
no opRmizaRon of any parameters.

‣ Model “learns” by condiRoning on a few examples of the task.



GPT-3: Few-shot Learning

Brown et al. (2020), Schick and Schütze (2021)

‣ Key observa.on: 
few-shot learning 
only works with 
the very largest 
models! TriviaQA



TriviaQA



Prompt Engineering

Schick and Schutze et al. (2020)

pacerns “verbalizer” of labels



GPT-3

‣ SomeRmes very impressive, (MulRRC, ReCoRD), someRmes very bad
‣ Results on other datasets are equally mixed — but sRll strong for a 

few-shot model!  

Brown et al. (2020)



MulRRC (mulR-sentence)



SQuAD 2.0 (span-based QA)
‣ SQuAD 1.1 contains 100k+ QA pairs from 500+ Wikipedia arRcles.

Rajpurkar et al. (2016)

‣ SQuAD 2.0 includes addiRonal 50k quesRons that cannot be answered.

‣ These quesRons were crowdsourced.



Open QuesRons

1) How much farther can we scale these models?

2) How do we get them to work for languages other than English?

3) Which will win out: prompRng or fine-tuning?



New Models from 2022



InstrucRon Tuning

Chung et al. (2022)

‣ We want to opRmize models for P(answer | prompt, input), but they’re 
learned on a basic language model objecRve. 

‣ InstrucRon tuning: supervised fine-tuning on data derived from many NLP 
tasks (with natural language instrucRons in prompts)



InstrucRon Tuning
‣ Early ideas from UnifiedQA (Khashabi et al. 2020) and Meta-tuning  

(Zhong et al. 2021)



Unified QA

Khashabi et al. (2020)



Meta-Tuning

Zhong et al. (2021)

‣  Turn binary classificaRon tasks into a “Yes"/“No" QA format



T0

Sanh et al. (2022)

‣ Extended from  
LM-adapted T5  
model  
(Lester et al. 2021)

‣ “InstrucRon Tuning” —  
using exisRng  
labeled training  
datasets from  
many tasks +  
crowdsourced prompts



Recap: T5

Raffel et al. (2020)

‣ Frame many problems as sequence-to-sequence ones:



Natural Language Prompts

Sanh et al. (2022)

‣ Some examples from T0 paper:



Task GeneralizaRon: T0
‣ Pre-train: T5

‣ Train: a collecRon 
of tasks with 
prompts. This uses 
exis.ng labelled 
training data. 

‣ Test: a new task 
specified only by a 
new prompt. No 
training data in this 
task. 



 Flan
‣ Pre-train, then fine-tune on a bunch of tasks, generalize to unseen tasks

Chung et al. (2022)

‣ Scaling the number of tasks, models size (Flan-T5, Flan-Palm), and fine-
tuning on chain-of-thought data



 Flan

Chung et al. (2022)

‣ Fine-tuned on 473 
datasets, 1836 
tasks.

‣ Some datasets 
support mulRple 
tasks

‣ E.g. SQuAD can be 
used for QA or 
quesRon generaRon.



 Chain-of-Thought Prompts

Wei et al. (2022) 
Figure from Chung et al. (2022)

‣ Using explanaRons (some raRonals) to improve model performance, 
usually in few-shot prompRng



 Flan

Chung et al. (2022)

‣ InstrucRon fine-tuning can be done on various models (PaLM, T5, etc.)

‣ Flan-T5 models publicly available



‣ 540 billion parameter model created by Google (not publicly available)

‣ Trained on 780 billion tokens, 6144 TPU v4 chips using Pathways to work 
across mulRple TPU Pods).

Chowdhery et al. (2022)

PaLM



Barham et al. (2022)

PaLM



Chowdhery et al. (2022)

PaLM



PALM

Chowdhery et al. (2022)


