Pretraining Language Models (part 1)
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Readings

> Readings —
- J+M 11

» ELMo by Peters et al.
https://aclanthology.org/N | 8-1202.pdf

» BERT by Devlin et al.
https://aclanthology.org/N 19-1423.pdf



Recall: word2vec (Sklp Gram)

» Predict one word of context from word
the;dog; bit the man

d-dimensional
word embeddings

| gold label = dog
I . P(w’|w) = softmax(We(w))

size |[V| xd

~ Another training example: bit -> the

» Parameters: d x |V| vectors, |V]| x d output parameters (W) (also

usable as vectors!) Mikolov et al. (2013)



Recall: RNN Language Modeling

word probs
P(w|context) = softmax(1Wh;)

h;

\

|:| » W is a (vocab size) x (hidden size) matrix

SN

|  saw the dog



Recap: Neural Language Model

i-th output = P(w;, = i| context)
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Figure 1: Neural architecture: f(i,w;_1, -+ ,Wy_ns1) = g(i,C(wi_1), -+ ,C(W;_n+1)) where g is the
neural network and C(i) is the i-th word feature vector. Be ng| o et al. (2003)
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Abstract

We introduce a new type of deep contextual-
ized word representation that models both (1)
complex characteristics of word use (e.g., syn-
tax and semantics), and (2) how these uses
vary across linguistic contexts (i.e., to model
polysemy). Our word vectors are learned func-
tions of the internal states of a deep bidirec-
tional language model (biLM), which is pre-
trained on a large text corpus. We show that
these representations can be easily added to
existing models and significantly improve the
state of the art across six challenging NLP
problems, including question answering, tex-
tual entailment and sentiment analysis. We
also present an analysis showing that exposing
the deep internals of the pre-trained network is
crucial, allowing downstream models to mix
different types of semi-supervision signals.

1 Introduction

Pre-trained word representations (Mikolov et al.,
2013; Pennington et al., 2014) are a key compo-

guage model (LM) objective on a large text cor-
pus. For this reason, we call them ELMo (Em-
beddings from Language Models) representations.
Unlike previous approaches for learning contextu-
alized word vectors (Peters et al., 2017; McCann
et al., 2017), ELMo representations are deep, in
the sense that they are a function of all of the in-
ternal layers of the biLM. More specifically, we
learn a linear combination of the vectors stacked
above each input word for each end task, which
markedly improves performance over just using
the top LSTM layer.

Combining the internal states in this manner al-
lows for very rich word representations. Using in-
trinsic evaluations, we show that the higher-level
LSTM states capture context-dependent aspects
of word meaning (e.g., they can be used with-
out modification to perform well on supervised
word sense disambiguation tasks) while lower-
level states model aspects of syntax (e.g., they can
be used to do part-of-speech tagging). Simultane-
ously exposing all of these signals is highly bene-



Context-dependent Embeddings

» How to handle different word senses? One vector for balls

B N N I B B

pi i e e s e

they dance at balls they hit the  balls

» Train a neural language model to predict the next word given previous
words in the sentence, use its internal representations as word vectors

» Context-sensitive word embeddings: depend on rest of the sentence

» Huge improvements across nearly all NLP tasks over word2vec & GloVe
ELMo - Peters et al. (2018)



ELMo

» Key idea: language models can allow us to form useful word
representations in the same way word2vec did

- Take a powerful language model, train it on large amounts of data, then
use those representations in downstream tasks

- Data: Wikipedia, books, crawled stuff from the web, ...

» What do we want our LM to look like?

Peters et al. (2018)



ELMo

» CNN over each word => RNN
next word

Representation of visited
(plus vectors from
backwards LM)

4096- d|m LSTMs w/ 512-dim projections

— —— 2048 CNN filters prOJected down to 512-dim

John v151ted Madagascar yesterday

Peters et al. (2018)



How to apply ELMo?

- Take those embeddings and feed them  Task predictions (sentiment, etc.)
into whatever architecture you want to !

use for your task 1 1 1

» Frozen embeddings: update the weights
of your network but keep ELMO0’s
parameters frozen

Some neural network

— —
» Fine-tuning: backpropagate all the way . F. F. F.

into ELMo when training your model|

they dance at balls



Results: Frozen ELMo

/' INCREASE \

TASK | PREVIOUS SOTA OUR ELMO + /  (ABSOLUTE/

BASELINE BASELINE ,t' RELATIVE) |
SQuAD | Liu et al. (2017) 84.4 || 81.1 85.8 | 4.7/249%
SNLI | Chen et al. (2017) 88.6 || 88.0 88.7+0.17  0.7/58%
SRL He et al. (2017) 81.7 || 81.4 84.6 | 3.2/17.2%
Coref Lee et al. (2017) 67.2 || 67.2 70.4 \ 3.2/9.8%
NER | Petersetal. (2017)  91.93 +0.19 || 90.15 9222 +£0.10, 2.06/21%
SST-5 | McCann et al. (2017) 53.7 || 51.4 547+05 \33/68% /

- Massive improvements across 5 benchmark datasets: question
answering, natural language inference, semantic role labeling,
coreference resolution, named entity recognition, and sentiment analysis

Peters et al. (2018)



How to apply ELMo?

Pretrainin Adabtation NER SA Nat. lang. inference Semantic textual similarity
5 P CoNLL 2003 SST-2 MNLI  SICK-E SICK-R MRPC STS-B
Skip-thoughts * - 81.8 62.9 - 86.6 75.8 71.8
* 91.7 91.8 79.6 36.3 36.1 76.0 75.9
ELMo 4 919 912 764 83.3 83.3 747  75.5
A=- 0.2 -0.6 -3.2 -3.3 -2.8 -1.3 -0.4
- How does frozen ( -~ ) vs. fine-tuned ( ¢% ) compare?
Conditions Guidelines
» Recommendations: Pretrain  Adapt. Task
Any Any Add many task parameters
Any A Any A'xdd minimal task parameters
+. Hyper-parameters
Any Any  Seq./clas.  and ¢ have similar performance
. ELMo Any Sent. pair use
Peters, Ruder, Smith (2019) BERT  Any  Sent. pair use ¢




Why did this take time to catch on?

~ Earlier version of ELMo by the same authors in 2017, but it was
only evaluated on tagging tasks, gains were 1% or less

» Required: training on lots of data, having the right architecture,
significant hyperparameter tuning (e.g., GPT-3, T5 ...)
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linguistic contexts (i.e., to model polysemy). Our word vectors are learned functions of the internal states of a deep bidirectional language model (biLM), which is pretrained on a large text corpus. We
show that these representations can be easily added to existing models and significantly improve the state of the art across six challenging NLP problems, including question answering, textual
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BERT

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google Al Language
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Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new state-of-the-art re-
sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),
MultiNLI accuracy to 86.7% (4.6% absolute
improvement), SQuAD v1.1 question answer-
ing Test F1 to 93.2 (1.5 point absolute im-
provement) and SQuAD v2.0 Test F1 to 83.1
(5.1 point absolute improvement).

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAl
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-
tectures that can be used during pre-training. For
example, in OpenAl GPT, the authors use a left-to-
right architecture, where every token can only at-
tend to previous tokens in the self-attention layers



Context-dependent Embeddings

» Al2 released ELMo in 2017-2018, GPT was released in summer 2018,
BERT came out October 2018

» aka Pre-trained Language Models

Mi:osoft
XLM T-NLG
X2 Google
ELMo @ BERT @ RoBERTa @
OpenAl OpenAl OpenAl
GPT GPT-2 GPT-3
| | |
2018/2 2018/6  2018/102019/2 2019/7 2020/5

and many more:

BART
DialoGPT
GPT-]

TS

TO

OPT
PalLM
ChatGPT
Llama
Mistral ...



Contextual Word Embeddings

» Al2 released ELMo in spring 2018, GPT (transformer-based) was released
in summer 2018, BERT came out October 2018

» BERT’s four major changes compared to ELMo:

» Transformers instead of LSTMs (transformers in GPT as well)

» “Truely” Bidirectional <=> Masked LM objective instead of standard LM
~ Fine-tune instead of freeze at test time

- Uses word pieces (subword tokenization)



BERT

» ELMo is a unidirectional model: we can concatenate two unidirectional
models, but is this the right thing to do?

» ELMo looks at each direction in isolation; BERT looks at them jointly

A stunning ballet dancer, Copeland is one of the best performers to see live.

“ballet dancer/performer”

Devlin et al. (2019)



BERT

- How to learn a “deeply bidirectional” model? What happens if we just
replace an LSTM with a transformer?

ELMo (Language Modeling) BERT
visited  Madag. yesterday .. visited Madag. yesterday

John visited Madagascar yesterday

1
» Can do this by “one-sided” Transformer
(masked self-attention), but “two-sided”

John visited Madagascar yesterday Transformer encoder can cheat



GPT (preview)

- Modified Transformer (masked self-attention): each token can only
attend to past tokens

orders

Masked Self-Attention

anYale
Y AWA,

|||||

<S> robot must obey



Masked Language Modeling

» How to prevent cheating? Next word prediction fundamentally doesn't
work for bidirectional models, instead do masked language modeling

Mad
- BERT formula: take a chunk of adagascar

text, predict 15% of the tokens
[ ]

» For 80% (of the 15%),
replace the input token

with [MASK] John visited [MASK] yesterday
- For 10%, replace w/random John  visited  of yesterday
- For 10%, keep same John visited Madagascar yesterday

Devlin et al. (2019)



Next “Sentence” Prediction

» Input: [CLS] Text chunk 1 [SEP] Text chunk 2

» 50% of the time, take the true next chunk of text, 50% of the time take a
random other chunk. Predict whether the next chunk is the “true” next
- BERT objective: masked LM + next sentence prediction

NotNext Madagascar enjoyed like

Transformer

Transformer

[CLS] John visited [MASK] vyesterday and really all it [SEP] | [MASK] Madonna.
Devlin et al. (2019)



BERT Architecture

BERT Base: 12 layers, 768-dim, 12 ﬁ \
~ @ L3
heads. Total params = 110M = .
BERT g
BERT Large: 24 layers, 1024-dim, 16 e . o= [
—{ 1 T
heads. Total params = 340M (o) . (o) (o) (o) . ()

Masked Sentence A Masked Sentence B
2
Unlabeled Sentence A and B Pair

Positional embeddings and

segment embeddings, 30k
word pieces

This is the model that gets
pre-trained on a large corpus

/
he

/ / N\ /- N\ / 4
Input [CLS] W my dog is ( cute 1 [SEP] ( likes W play 1 ##ing W [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay E##ing E[SEP]
= = = = = = = = 3= = ==
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
== == - - =+ == = = = 3= 3=
Position
Embeddings Eo El Ez E3 E4 ES E6 E7 E8 E9 Elo

Devlin et al. (2019)




[

BERT

E

1 2
g
[CLS] Tok 1 ‘ Tok 2 \
|

Single Sentence

(b) Single Sentence Classification Tasks:

SST-2, CoLA

» CLS token is used to provide classification decisions

Class

Label

—&

() ) [ [Fem [ )~

BERT
Eog || Eq | - E, Ecer || Ei | - E,
—{—{r T
([CLS} 1( ToK 1 . ( Tox 1( [SEP] W( 1o 1 @
Sentence 1 Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

What can BERT do?

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER

» Sentence pair tasks (entailment): feed both sentences into BERT

» BERT can also do tagging by predicting tags at each word piece

Devlin et al. (2019)



What can BERT do?

Class

Entails (first sentence implies second one is true) L_:
el e )0
BERT
O —
o M. o
| |
[CLS] A boy plays in the snow [SEP] A boy is outside semene Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

» How does BERT model this sentence pair stuff?

» Transformers can capture interactions between the two sentences,

(even though the NSP objective doesn’t really cause this to happen).
Devlin et al. (2019)



Recap: Natural Language Inference

Premise Hypothesis
A boy plays in the snow entails A boy is outside
A man inspects the uniform of a figure contradicts The man is sleeping
An older and younger man smiling neutral Two men are smiling and

laughing at cats playing

» Long history of this task: “Recognizing Textual Entailment” challenge in
2006 (Dagan, Glickman, Magnini)

» Early datasets: small (hundreds of pairs), very ambitious (lots of world
knowledge, temporal reasoning, etc.)



What can BERT NOT do?

- BERT cannot generate text (at least not in an obvious way)

» Can fill in [MASK] tokens, but can’t generate left-to-right (you can put
[MASK] at the end, then predict repeatedly, but this is slow)

» Masked language models are intended to be used primarily for
“analysis” tasks, e.g., sequential tagging, semantic similarity between
two sentences, ...



BERT Results, Extensions



Fine-tuning BERT

> Fine-tune for 1-3 epochs, small learning rate (e.g. 2e-5 - 5e-5)

» Large changes to weights up here
(particularly in last layer to route the
right information to [CLS])

>~ Smaller changes to weights lower down
in the transformer

> Small LR and short fine-tuning schedule
mean weights don’t change much

Single Sentence » More complex “triangular

(b) Single Sentence Classification Tasks: learni ng rate” schemes exist
SST-2, ColLA



Fine-tuning BERT

- How does frozen () vs. fine-tuned ( ¢% ) compare?

Pretrainin Adantation NER SA Nat. lang. inference Semantic textual similarity
. e CoNLL 2003 SST-2 MNLI  SICK-E SICK-R MRPC STS-B
Skip-thoughts - 81.8 62.9 - 86.6 75.8 71.8
' 91.7 91.8 79.6 86.3 86.1 76.0 75.9

ELMo (} 91.9 01.2 76.4 83.3 83.3 74.7 75.5
A=h- 0.2 -0.6 -3.2 -3.3 -2.8 -1.3 -0.4

| 92.2 93.0 84.6 84.8 86.4 78.1 82.9

BERT-base (} 92.4 93.5 84.6 85.8 88.7 34.8 87.1
A=h- 0.2 0.5 0.0 1.0 2.3 6.7 4.2

- BERT is typically better if the whole network is fine-tuned, unlike ELMo

Peters, Ruder, Smith (2019)



Evaluation: GLUE

Corpus |Train| |Test| Task Metrics Domain
Single-Sentence Tasks
CoLA 8.3k 1k  acceptability Matthews corr. misc.
SST-2 67k 1.8k  sentiment acc. movie reviews
Similarity and Paraphrase Tasks
MRPC 3.7k 1.7k paraphrase acc./F1 news
STS-B 7k 1.4k sentence similarity  Pearson/Spearman cort. misc.
QQP 36dk 391k paraphrase acc./F1 social QA questions
Inference Tasks
MNLI 393k 20k NLI matched acc./mismatched acc.  misc.
QNLI 105k 54k QA/NLI acc. Wikipedia
RTE 2.5k 3k NLI acc. news, Wikipedia
WNLI 634 146 coreference/NLI acc. fiction books

Wang et al. (2019)



Results

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k| -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 810 860 61.7] 740
BiLSTM+ELMo+Attn ~ 76.4/76.1  64.8 799 904 36,0 733 849 56.8| 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 56.0| 752
BERTRASE 84.6/83.4 712 90.1 935 52.1 858 889 664 796
BERT] ARGE 86.7/859 721 91.1 949 605 865 893 70.1| 81.9

» Huge improvements over prior work (even compared to ELMo)

- Effective at “sentence pair” tasks: textual entailment (does sentence A
imply sentence B), paraphrase detection

Devlin et al. (2018)



Subsequent Improvements to BERT

> Dynamic masking: standard BERT uses the same MASK scheme for
every epoch, RoBERTa recomputes them

epoch 2
epoch 1

.. John visited  Madagascar yesterday ...

- Whole word masking: don’t mask out parts of words (word pieces)

... John ~visited  Mada gas car yesterday ...

Liu et al. (2019)



ROBERTa

» “Robustly optimized BERT”

. . Model data bsz steps SQuAD MNLI-m SST-2
incorporating some of these (v1.172.0)
. RoBERTa
tricks with BOOKS + WIKI ~ 16GB 8K 100K 93.6/87.3  89.0 95.3
+ additional data (§3.2) 160GB 8K 100K 94.0/87.7 89.3 95.6
+ pretrain longer 160GB 8K 300K 94.4/88.7 90.0 96.1
] + pretrain even longer 160GB 8K 500K 94.6/89.4 90.2 96.4
» 160GB of data instead of mp—
LARGE
1 6 G B with BOOKS + WIKI 13GB 256 1M  90.9/81.8 86.6 93.7

» New training + more data = better performance

> For this and more: check out Huggingface or fairseq

Liu et al. (2019)



many BERT variations

~ For specific text domains (e.g. StackOverflow), or specific languages

& - (C @& huggingface.co/models M % O 3 O X

~ . Hugging Face Models Datasets Spaces Docs Solutions  Pricing v=

Tasks Models

FillMask 29 Question Answering

™  Summarization 2  Table Question Answering distilgpt2
Text Classification ;> Text Generation
55 Text2Text Generation a2  Token Classification bert-base-uncased

“a  Translation Zero-Shot Classification

Sentence Similarity
£ cross-encoder/ms-marco-MinilLM-L-12-v2

Libraries

(O PyTorch ¢ TensorFlow  o#% JAX —
© Helsinki-NLP/opus-mt-zh-en

Datasets
common_voice wikipedia squad gpt2
bookcorpus c4 glue conll2003

dcep europarl jrc-acquis
distilbert-base-uncased

Languages



NER in StackOverflow

L|brary_Class L|brary_Class
I am passing an array list as message header to camel route

Language | Library_Class

K—JR

through java bean  as follows

ArrayList<String> list=new ArrayLlst<Str1ng>()
list.add("http://www.google.com");
list.add("http://www.stackoverflow.com");
list.add("http://www.tutorialspoint.com");
list.add("http://localhost:8080/sampleExample/query");
exchange.getOut().setHeader("endpoints", list);

Library_Class Variable_Name
— — —
and, inside camel route i want to iterate through this list

Jeniya Tabassum, Mounica Maddela, Alan Ritter, Wei Xu. “Code and Named Entity Recognition in StackOverflow” (ACL 2020)



NER in StackOverflow

» A domain-specific BERT model that pre-trained on 10-year
StackOverflow data (152M sentences; ~2B tokens).

B SoftNER Model (BERTOverflow)

/

30.0
70.0
60.0
50.0
40.0
30.0

BERTOverflow

i i]i

Precision Recall F1i

I Feature-based CRF | Fine-tune BERT (off-the-shelf) Fine-tune BERTOverflow

Jeniya Tabassum, Mounica Maddela, Alan Ritter, Wei Xu. “Code and Named Entity Recognition in StackOverflow” (ACL 2020)



Bilingual BERT

~ A customized bilingual BERT for Arabic NLP and English-to-Arabic
zero-shot transfer learning

.................................................................................................................................................................................................................................................................................................................................................................................................

ataSource  DataSize | IEPerformance
AraBERT (AUBirut 2019) | News 25B/0B/2.5B 971/ —
MBERT (Google 2018) Wik 21.9B/2.5B/0.15B 75.3 / 30.1
XLM-RoBERTa (Facebook 2019)) Common Crawl 295B / 55.6B / 2.9B 79.2/40.4
_____________________________ GlgaBERT(Ourwork)NeWSWlkl1O4B/61B/43B843/482

Common Crawl

supervised learning zero-shot transfer learning

Lan et al. (2020)



Bilingual BERT

~ A customized bilingual BERT for Arabic NLP and English-to-Arabic
zero-shot transfer learning

> I.e., Information extraction models, trained on annotated English data,
directly apply to non-English texts to extract entities and events.

Language-Independent Contextualized Representations

English /-\ _~—>English

Arabic s (e .t. o )»(e .t. DD dID) ——> Arabic

Chines/ \Chinese

- = ~ Type - Data Breach
English Language Training Data
IE System e Victim: Sony
Foreign Language Document e Attacker: Guardians of Peace
\. J ¢ Date: November 2014
poxs sa Odadadpddl JAISan Sew §) 5 e Severity: Critical
el > Jad oo 2018 als yuadss 24 L5 Jua> il gagw
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Bilingual BERT

A customized bilingual BERT for Arabic NLP and English-to-Arabic
zero-shot transfer learning

Arabic English

>100 languages

tokens
2.5B
Google mBERT GigaBERT-v0 GigaBERT-v1 GigaBERT-v2
(Wiki corpus) (Gigaword corpus) (Gigaword + Wiki corpus) (Gigaword + Wiki + Oscar corpus)
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40.0 50.8 45.9 45.9 = 42 2 49.1192.2 48.2 53.4 44.1 I
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Lan et al. (2020)



Bilingual BERT

~ A customized bilingual BERT for Arabic NLP and English-to-Arabic
zero-shot transfer learning

(English Translation — Official: China reaches the five-year plan target of cutting emissions)

GdLﬁ.{—?‘J' iy Gdxda] ! dwes )l daxdl Bua &5 a1 g bus

emissions  gaaxy glzdiatl wex ]l plan Guas o3 China :1J g juwo

Google mBERT GigaBERT-v2 GigaBERT-v3 GigaBERT-v4
(Wiki corpus) (Gigaword + Wiki + Oscar corpus) +140k steps w/ 512 max length + code-switched data augmentation
60.0
40.0 48.2|°34¢
20 O
B NER(F1) [ POS (Accuracy) [ ARL(F1) [ RE (F1)

Lan et al. (2020)



GigaBERT

~ A customized bilingual BERT for Arabic NLP and English-to-Arabic
zero-shot transfer learning

.................................................................................................................................................................................................................................................................................................................................................................................................

ataSource  DataSize | IEPerformance
AraBERT (AUBirut 2019) | News 25B/0B/2.5B 971/ —
MBERT (Google 2018) Wik 21.9B/2.5B/0.15B 75.3 / 30.1
XLM-RoBERTa (Facebook 2019)) Common Crawl 295B / 55.6B / 2.9B 79.2/40.4
_____________________________ GlgaBERT(Ourwork)NeWSWlkl1O4B/61B/43B843/482

Common Crawl

supervised learning zero-shot transfer learning

Lan et al. (2020)



BERT/MLMs

» There are lots of ways to train these models!
» Key factors:

>~ Big enough model

>~ Big enough data

- Well-designed “self-supervised” objective (something like language
modeling). Needs to be a hard enough problem!



Compressing BERT



DistilBERT

> Remove 60+% of BERT’s
heads post-training with
minimal drop in performance

Megatron

gz LM
8300

7500
NVIDIA.

> DistilBERT (Sanh et al.,

2019): nearly as good with
half the parameters of BERT
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ALBERT

~ A Lite BERT (18x fewer parameters, 1.7x faster training than BERT)

» Factorized embedding matrix to save parameters, model context-
independent words with fewer parameters

Ordinarily |V| xH — |V| is 30k-90k, H is >1000

Factor into two matrices with a low-rank approximation

Now: |V| xEand ExH — Eis 128 in their implementation

» Additional cross-layer parameter sharing
Lan et al. (2020)



ELECTRA

sample
the — [MASK] -> the original
chef — chef Gen_erator chef Discriminator original
cooked —> [MASK ] (typically a -> ate (ELECTRA) replaced
the — the small MLM) the original
meal —> meal meal original

» No need to necessarily have a generative model (predicting words)

» This objective is more computationally efficient (trains faster)
than the standard BERT objective

Clark et al. (2020)



Takeaways

- BERT-based systems are state-of-the-art for nearly every major text
analysis task

» Transformers + lots of data + self-supervision seems to do very well

> Lots of work studying and analyzing these, but few “deep” conclusions
have emerged

> Next time: BART/T5, GPT/GPT-2/GPT-3, etc.



Why is language modeling a good objective?

» “Impossible” problem but bigger models seem to do better and better at
distributional modeling (no upper limit yet)

» Successfully predicting next words requires modeling lots of different
effects in text

Context: My wife refused to allow me to come to Hong Kong when the plague was at its height and —” “Your wife,
Johanne? You are married at last 7”” Johanne grinned. “Well, when a man gets to my age, he starts to need a few
home comforts.

Target sentence: After my dear mother passed away ten years ago now, I became _____.

Target word: lonely

- LAMBADA dataset (Papernot et al., 2016): explicitly targets world
knowledge and very challenging LM examples



Recall: Winograd Schema

» Hector Levesque (2011): “Winograd schema challenge” (named after Terry
Winograd, the creator of SHRDLU 1968-1972)

they advocated

The city council refused the demonstrators a permit because they violence

they feared

> This is so complicated that it’s an Al challenge problem! (Al-complete)

- Referential/semantic ambiguity



What do language model learn?

» Grammar

In my free time, |
like to

/

-

Language
Model

~

_

Word

banana

run

Probabilit
The next word
0.00001 IS probably not
. a noun
O.7 The next word
Is probably a
verb
(hypothetical)

Image from Jason Wei



What do language model learn?

» Facts about the world

Word Probability
The capital of : 16
e capital o
5 pk' B Lal\r/]lgga?e . Copenhagen 0.9 Associations
enmarkis . Qe ) between
|
London 0.05 words:
zucchini
(hypothetical)

Image from Jason Wei



What do language model learn?

» Lexical semantics

| went to the
Z0O to see

giraffes, lions,
and ___

-

-

Language
Model

~

)

Word

spoon

zebras

‘ ‘

Probability
The next word
0.00001 Is probably
related to
giraffes and
0.6 lions
(hypothetical)

Image from Jason Wei



What do language model learn?

» Sentiment analysis

Word Probability
| was engaged

and on the edge 4 A Well, “engaged” is
of my seat the | Language . | bad 0.1 pretty indicative
whole time. The Model of a positive
: - o sentiment
movie was ___ good 0.9
| 1IN
(hypothetical)

Image from Jason Wei



What do language model learn?

» Harder sentiment analysis

Overall, the -
value | got from Word Probability
the two hours *
watching it was 4 D Some
the sum total of | Language bad 0.7 modre—ctomgIeX
the popcorn Model ) zgegzan ing
K ‘
and the drink. qood 0.3
The movie was
(hypothetical)

Image from Jason Wei



What do language model learn?

» Translation

The word for

“pretty” In
Spanish Is

/

Language
Model

~

»

Word

bonita

hola

ccnini

Probability
Understanding
0.8 of multlple
' languages
0.03
(hypothetical)

Image from Jason Wei



What do language model learn?

~ Spatial reasoning

Iroh went into Word Probability
the kitchen to

make some tea. p <

Standing next to N Language g

Iroh, Zuko Model

- /

pondered his

destiny. Zuko
leftthe

kitchen 0.8

(hypothetical)

Image from Jason Wei



What do language model learn?

> Easy arithmetic

3+8+4=

/

N

Language
Model

\

J

Word

14
15

zucchini

Probability

Understanding (or
0.1 memorization) or
0.7 addition?
(hypothetical)

Image from Jason Wei



