
Midterm



Midterm
‣ Midterm date is set to April 7th. 


‣ The midterm will be closed notes, books, laptops, smartphones, and people. 

You may (optionally) bring a calculator, if you want to.


‣ 75 minutes in class.



Midterm
‣ Preparation: 

‣ Lecture slides + textbook readings

‣ Written homework (PS0, PS1, and PS2) 

‣ Programming Project 0, 1, 2, and 3


‣ Expectation: 

‣ As a close-book close-note exam, you are not expected to be able to answer 

all the questions correctly. 

‣ You may get challenged on some of the questions. 

‣ Try your best! We may curve up for final letter grades, if it is needed … 



Midterm

‣ Broad types of questions (similar to PS1/2):

‣ Long answers, e.g., simple toy example, pseudocode 

‣ Short answers

‣ True/False

‣ Multiple choice 


‣ Make sure you understand the fundamentals in addition to being able to 
procedurally execute a few key algorithms (e.g., Viterbi, Beam search). 


‣ But, in general, we will have a greater emphasis on open-ended and conceptual 
questions in midterm (e.g., what are the main drawbacks/advantages of XXX 
model? Or, we will describe a new technique and ask you to reason about it). 



Example Questions



Example Questions

Small toy example to walk through 
some algorithms/models



Example Questions

Midterm will not involve as much real-number multiplication as in this question, but single-digit multiplications. 



Example Questions

You may see some pseudocode, 

or be asked to write some



Topics
‣ Topics that will not be tested:

‣ SVM


‣ Topics that will not have very involved questions, but possibly conceptual or 
short-answer questions:

‣ No execution of forward-backward algorithm on toy example

‣ LSTM/GRU, if tested, we will provide corresponding equations

‣ No need to memorize BLEU score's equation

‣ Back-propagation



Topics

‣ Important topics that we may test on (not limited to):

‣ Perceptron 

‣ Logistic regression: model, training objective, gradient update, etc.

‣ Optimization: stochastic gradient descent, learning rate, initialization, etc.

‣ Training neural networks 

‣ Feedforward, CNN, RNN, LSTM, Transformer: model architecture, dimensionality, 

pros/cons, etc. 

‣ Word2vec/skip-gram 

‣ Sequence-to-sequence model, attention mechanism, self-attention 

‣ Subword, tokenization



Topics

‣ Important topics that we may test on (not limited to):

‣ Sequential task: NER BIO tagging scheme

‣ Evaluation: Precision/Recall/F1, BLEU score

‣ HMM: definition, parameter estimation, Viterbi Algorithm

‣ CRF: advantages, forward-backward algorithm

‣ MT: Beam search, language models

‣ Runtime complexity of different algorithms 


