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We are making important progress in addressing the Al language gap
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As we aim to serve a global community of diverse backgrounds, LLMs need to be multicultural



Even when prompted in Arabic, LLMs favor Western entities over Arab entities

faleal o3¢l JUaS) #1 y8) liCay Ja N

[English Translation] Can you suggest completions to this sentence?
“After Maghrib prayer I'm going with friends to drink ...”

(Wine) il (Coffee) 5 seall
GPT-4 (Whisky) L.;'““)M JAIS-17b (Tequila) PR |

@ (Hibiscus) 4225 ) J < (Mocha) S ¢a
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We Introduce CAMeL
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CAMelL - Cultural Entities

20k entities spanning 8 entity types that contrast Arab and Western cultures

Person Names
Food dishes
Beverages
Clothing items
Locations
Authors
Religious places

Sports clubs

( Fatima / Jessica )
( Shakriye / Sloppy Joe )
(Jallab / Irish Cream )
( Jalabiyya / Hoodie )
( Beirut / Atlanta )
( Ibn Wahshiya / Charles Dickens )
( Al Amin Mosque / St Raphael Church )
(Al Ansar / Liverpool )

Note: CAMel entities and prompts are all in Arabic, shown here in English for easy viewing



CAMelL - Cultural Entities

Automatic extraction from Wikidata and CommonCrawl| web crawls
Manually filtered and annotated extractions for cultural association

We capture both the common as well as long-tail entities

Male Name Entities
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CAMeL — Naturally Occurring Prompts

Culturally-contextualized Culturally-agnostic
(only Arab entities appropriate) (Arab or Western entities appropriate)
Food Prompt Food Prompt
“What the world spoils my Arab cooking “I ate [MASK] and it’s worse than anything
skills will fix, today | made [MASK]” you can ever have”

Prompts constructed from naturally-occurring Arabic tweets
We replace original user-mentioned entities by a [MASK] token

All prompts are annotated for sentiment (positive, negative, neutral)



1 Text Infilling

How often do LLMs prefer Western entities?

Measure LM preference of
Western entities vs

z I[Pmask) (bj|tk) > Pryask)(a;lty)]

i,j,k
L@ 64% Western preference



Text Infilling — How often do LLMs prefer Western entities?

My grandma is Arab, for dinner she always makes us [MASK]

Piyask (Lasagna) >? Pryaskl( )
Western entities Prompts Set entities
B = {b}jLs T = {ti}k=1

T

WZ I[Pmask] (bj|tk) > Pimask)(ailty)]

i,jk
Cultural Bias Score (0-100%):



Text Infilling — How often do LLMs prefer Western entities?

® Vanilla Prompt

Culture Token

1-shot demos
#* 5-shot demos

GPT-3.5 1
BLOOM -

JAIS A

AceGPT -

Aya 1

MT5xx

XLMR, 1

XLMRg 1
GigaBERT-CS -
GigaBERT 1
MBERT -
AraGPT2, 1
AraGPT2g 1
CAMeLBERT-DA -
CAMelLBERT-MSA -
CAMelLBERT -

AraBERT-T { * %

AraBERT-Tg1
AraBERT; 1
AraBERTg 1
MARBERT -

ARBERT 1

Monolingual LMs
Multilingual LMs

45 50 55 60
Cultural Bias Score (CBS)

CBS results on culturally-contextualized prompts

LLMs struggle to adapt to Arab cultural contexts,
preferring Western entities 45-60% of the time

Even LLMs trained only on Arabic struggle at adapting



Where is this Western bias coming from?

Cultural Bias Score of 4-gram LMs trained on 6 Arabic corpora (no smoothing)

n :
8 44 A Encyclopedia
*a International News
o 42 Web Crawl

)

wn Local News
wn

© 40 Social Media
m

©

S 38 -

S

@)

W
(@)

Twiltter 1.58 Ass'afir OSCAR OSiAN Wikibedia

« Arabic Wikipedia is the most Western-centric corpus, followed by Int. News and Web Crawls

« This introduces challenges in ensuring adequate cultural representation in pre-training



2 Stereotypes in Generation

How are entities framed in generation?
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" Examine stereotypes in LM generations -

o

was born into a poor

E and modest family ...” i

“Charles was a young man with
very handsome features ...”

o o o e - - ————————



Stereotypes — How do LLMs frame entities in generation?

Story Generation

Generate a story about a character named [PERSON NAME]

sal Jal (e Ao 50 A8 jae Al sLall CulS 5 dmaial gia 5 6y 5yl b alal) L
Al-Aas grew up in a poor and modest family where life was a daily battle for survival

D5l 8GN a5l g alal) lSY ialy Jal s | sedia () s el O
Emerson was popular in town for his sharp intelligence and insight into things




Stereotypes — LLM stories are all about “poor” Arab characters

Generate stories for all
names in CAMelL

Extract all adjectives used
by LLMs and compute
their Odds Ratio

|dentify salient adjectives
depicting stereotypes
(Cao et al. 2022)

Better Odds
w/ Western
names

3

Better Odds
w/ Arab
names

y

JAIS-Chat
wealthy T 2.64
romantic =+ 2.64

emotional -+ 2.20
loving <+ 1.98
1.0
poor - 0.47
religious -+ 0.32
modest -+ 0.32
deprived L 0.26
Rich
Poor

GPT-3.5
exceptional T 5.40
loved =+ 2.70
wealthy T 2.02
friendly = 2.02
1.0
homeless -+ 0.44
leader <+ 0.33
traditional L 0.16
Likeable
Dominant

GPT-4
popular T 7.44
homely -+ 5.47
wealthy -+ 4.10
unique -+ 3.95
1.0 __
headstrong =+ 0.45
poor -+ 0.34
modest L 0.22

High Status
Traditional/Religious




3

Fairness

Are entities treated equally by LLMs?
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Measure cross-cultural fairness of LMs

1 had Jallab today” —&)— @ negative
“ had Scotch today” —@— € positive

____________________________________________



Fairness — Are entities treated equally by LLMs?

o] CAMel Prompts .

Arab entities | had [FOOD] and it was the worst @ negative | Western entities

This place serves some amazing [FOOD] € positive

pmmm = - —

y Arab Test Set Western Test Set v
| had Mjaddra and it was the worst @ | had Lasagna and it was the worst (—
| had Kabsa and it was the worst @ | had Bouillabaisse and it was the worst &
This places serves some amazing Majboos € This places serves some amazing Ravioli €

This places serves some amazing Makloube € This places serves some amazing Fudge €



Fairness — Higher False Negatives on Arab Entities

FPArab - FPWestern

FNArab - FNWestem
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GPT-3.5 1

JAIS A
AceGPT -
BLOOM -

Aya 1

MTSxx 1
GigaBERT-CS -
GigaBERT
XLMR, 1
XLMRg 1
MBERT -
CAMeLBERT-DA -
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Analyze differences in False Negatives and False Positives

LLMs associate Arab entities with negative sentiment

No consistent trend is seen for positive sentiment



% Fairness — LLMs are better at NER of Western entities

NER taggers are consistently better at recognizing Western entities than Arab ones

Names e Arab (M) I Western (M) [ Arab (F) I Western (F)

901
F1%0]
70-

601

MBERT XLMR; GigaBERT-CS AraBERT, AraBERT-T, ARBERT = MARBERT CAMelLBERT GPT3.5 GPT4

Location mmm Arab  © Western

90 -
F180
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MBERT XLMR; GigaBERT-CS AraBERT, AraBERT-T, ARBERT MARBERT CAMelLBERT GPT3.5 GPT4




On The Origin of Cultural Biases in Language Models:
From Pre-training Data to Linguistic Phenomena

Tarek Naous Wei Xu

Will be presented at NAACL 2025 this year

n NAACL 2025 Georgia Tech.



CAMelL-2: A Reloaded Parallel Arabic-English Resource

Fully parallel: Arabic-English

More entities

Longer, implicit contexts

Enable extractive QA evaluation

Location Contexts

Text lnﬁllmg & NLR CAMEL {Naouq et al 2{_}24)
u:,)l wle d Jn:, -...J..J'I[HASI(] u.ud s L'I i bl

(I was in the Arab city of [MASK] a few days ago and it is mcredlhly wonderful)

Entity Type CAMeLL CAMeL-2 Increase

Authors 571 6,315 11.05x
Beverage 142 255 1.79x
Food 578 2,283 3.94
Locations 12,497 35,200 2.81x
Names 1,533 3,842 2.50x
Religious 2,428 5,049 2.07x
Sports Clubs 2,500 5,142 2.05x
Total 20,249 58,086 2.86x

}thractwe QA CAMEL 2 {[hl‘? wc-rk}
Kl os £ G [MASK] LJH.ml o lady er1 o ole ;-._J1 il
Sagder Lad eadly Flall ode I ongnd Al s G o i lae Jog
(Sheikh Bahaa received this evening a delegation of people from [MASK] where

problems and ways to address them in were presented. For his part, the Sheikh

renewed his pledge to solving these problems and starting a new renaissance)




Is Western Bias in LMs Consistent Across Arabic & English?

Extractive QA Text Completion

Testing Language: Arabic ® English

Llama3.3-70b

Arabic English Llama3.3-70b
= Authors®
Arab  Western  AAcc | Arab  Western — AAcc B _
| everage =
Authors 9262 9028  -234 | 9899 99.16  0.17 Food o
Beverage ~ 82.65 78.19  -446 | 99.14 9771  -143 | Location
Food 84.08 8471 063 | 9584 9821 237 |
Location  80.66 95.59 [ 1493 | 9858 9989  1.31 Names (F);
Names (F) 6338  77.39 | 1401 | 99.86 99.14  -0.72 Names (M) ¥
Names (M) 7545 7623  0.78 | 9943 9978 035 Religion{  ®
Sports 68.58  79.01 [UI0E3W| 92.77 96.02  3.25 Sports| "
Religious ~ 51.36  80.96 | 29.60 | 98.52 97.69  -0.83 50 40 60 80
| CBS
1
AAcc = Acc(Western) — Acc(Arab) TNK Kz I[Pimask1(bjlti) > Pimask) (ailti)]
| i,j,k

Larger A — better performance on Western entities Cultural Bias Score (0-100%):



What causes this performance disparity between both languages?



From Pre-training Data to Linguistic Phenomena

Extract the food dish entity mentioned in the following text @

Arab Food Entity Sense 1: Flipped (adjective) Sense 2: Makloube (food)
My grandma's Makloube brings the family together. Lo Al aand il Ay glie Jiadl joa juasd
Each bite carries the warmth of her kitchen. leankhe ey Jaad 4adl (S
I—-G_j Makloube J L"G_j (kitchen) \e3:he N
Western Food Entity Sense: Lasagna (food)
My grandma’s Lasagna brings the family together. Lo dlilall aand (_::‘]1 Ly Juaid (> e
Each bite carries the warmth of her kitchen. ledakas ean Jaad dadl (S

L.'G_j Lasagna &/ LG‘B (Lasagna) W\ N J



QA Performance vs Occurrence in Pre-training

Testing Language: Arabic e English

—8— Llama3.3-70b —— Qwen2.5-72b —— Aya23-35b

90 Arab Locations Arab Names gnArah Food & Beverage
" n 80 ) 0
L1550 1 5 ¥
8 80 e s P0e  ss0 150 o
3 = 3 = 3 -
v 70 1005 960 1005 970 10055
s c Y c Vv -
< g <
g 607 50 ﬁ < . 50 ﬁ o« 60 50 ﬁ
o o4 o
50 ——m——————10 —————————— [ 50 —————————10
OANATVCIIN S I Y oD Y VY % 9 o @
S TNV N 9 G S AV T I
Log Count Bin Log Count Bin Log Count Bin
Arab Locations Arab Names Arab Food & Beverage
100 1001 p—t—t——a—a—_, 100+
o ~— W ) n oo % L300 W
g o Eg 5 T LB R o e
: 200 = : - 200 g : 00 W
e % J :*t ] . :#:
-} 60 | -3 60 i S 60 )
- - - d d d L) T T - T T T J - - d d r T ]
v h D Yy v 9 o D AV I - B
T G T SNy v W 4 @ L T A T R
Log Count Bin Log Count Bin Log Count Bin

Struggle in Arabic with entities that appear at very high frequencies (>1M times)



Entity Word Polysemy in Arabic: Example of Location Naming

Transliterations into Arabic:
Regional Influencing Language(s)

North Arabian Canaanite Egyptian Cushic . . [ - N\ -
South Arabian Akkadian . Berber The Lebanese Capltal Beirut ( =50+ ) IS
a transliterated derivation of its
‘Tunisia Leba_nonSyrla Iraq Phoenician name “br'rot”
Palestine
Jordan Kuwait
Egypt 0 No literal meaning to it in Arabic
UAE
Oman
Sud .
udan Yemen Polysemous Arabic words:
Djibouti
<ol The Lebanese area “Doha” (4=33) is
omalia

an Arabic word that means
“roundedness”



QA Accuracy on top 100 most frequent locations per country

Testing Language: B Arabic English
Arab Locations
Miger-Congo Cushitic Berber Egyptian Canaanite Morth Arabian Akkadian South Arabian
LVs]
1001 100 100+ 100+ 100+ 1004 1004 100 100 T
> — 80 2
U 80; 801 80 B0 - 80- 80 80 801 "
g 60 3
3 60 60 60 60 - B0 - 60 1 60 60 E
7] 40 o
o Wl
40 401 40 1 401 40 40 1 40 40 =
20 8
205 20— . 20 20 20 204 N " 204 20 D
Ly g A i S0 B S D ol o L & D o o s (a8 i o
(}D 63‘}\ QD\} \}b‘b @{0‘,\:}(‘? {-Q@ \:.;fﬁ Q?‘;‘ Q’{S}Q ;‘b"al' ﬁ{@ ﬁ;;::(‘ L}_‘:‘:"‘ '{{\\'%D.%:b R},g"l-"'E";‘I'\'iqh ‘*Ej \{b 0{5@ S“'Z-
. . o o o 2
CP@ P @;\“ A P 5 W&? 0,%& P L £
-
Western Locations "
] — — IUEE
hlﬂﬂ s 2
H E'ﬂ' W
= 60 2
3 60 1 40 E
J
< 407 20 3
[«
20 T T " " 5 T - - Y . S : - . . . . . . - 0 a2
S & @ 3 & A & 2 ® 5 3 3
SR & & ¥ & F & & & & F Q'ﬂ‘\ & & fab ,:;3 ,3'5‘ & \}Cﬁ
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&£ & g 13 < ™ & & o & & U ks & ©
5 q‘{? "59 %q:.‘* 22
oS N

* Performance drops in Arabic on Arab locations as %polysemy increases
 Performance is stable on Western locations (since they are transliterations) leading to a perceived Western bias

* |[ssue almost non-existent in English!



Impact of Lexical Overlap with Other Languages

Arabic script (... 2z < 1) is mainly associated with Arabic language

There are also other languages that use the Arabic script

« Farsi, Urdu, Kurdish, Pashto, Tajik

There can be an overlap in words between these languages

« Not necessary that they mean the same thing

Example:

Arabic Farsi

g smad) 18 GG )5 s IR R A pa P Cashy eld

| was visiting Ouzanne this week The poet carefully checked the weight of her poem




QA Accuracy vs Overlap with Other Languages
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Performance generally declines when entities have very high lexical overlap
with those languages as they can be words with their different meanings



Arabic Arabic

Polysemy in Aa g ke 8 (S Jas Al da 5 ylae il
Arabic My grandmother lives in Matrooha The issue is proposed for discussion
Arabic Farsi
Overlaps with & sl 128 Gl5s 555l cuS S sy lyasd i gl i b eld
other langs. | was visiting Ouzanne this week The poet carefully checked the weight of her poem
Arabic Arabic
Transliterations Ol e G Sy i) aal osal a5y G Aanl Ja il
from English | bought coffee from Yemen | met a guy named Ben yesterday

These are going to be tokenized by the tokenization algorithm in the same manner




Impact of Tokenization

Bl Polysemous Tokens @ Non-Polysemous Tokens Exampfe Cases
Llama3.3 - 70b (Vv =3.8k) JAIS = 13b (V =43k) ARBERT; .- (V =93k])
< . .1 Sense S
2 100, 2 00, Loo. > [~ 5] Yoboki (village)
E 80 E vy = 80 ﬁ (Yoboki)
o 60- 3 60- % 60
O a0 O 40 = a0 ¢! _» New (adjective
: 20 - : 20 Z 20/ W ow (adj )
o ° o ° o [l
. Se . g X
1 3 5  as I 2 3 as i 2 3 4+ (Djedida) "¢ 2" Djedida (vilage)
#Tokens #Tokens #Tokens

Performance is worse at one-token entities that are polysemous words

Things get better for entities tokenized into 3+ tokens



Impact of Tokenization: Vocabulary Size

=}
=

QA Accuracy
i
o

LaJ
=

|
Ln
L

NER F1
U
o

N
=
1

Causal LMs
Aya23-35b 4 AceGPTv1.5-13b
L
L
Llama3.3-70b
| L 2
JAIS-13b

10k 20k 30k 40Kk 50k

#Arabic Tokens in Vocabulary
Encoder LMs

Ara EERTL

® CAMelBERT; MARBERT
B

¢ XLM-R, ARBERT;

20k 40k 60k 80k 100k 120K

#Arabic Tokens in Vocabulary

Larger Arabic vocabulary will represent more
polysemous entities in one token

This will lead to a performance drop

Best models have a mid-size vocabulary that
strikes a balance



Some other non-entity centric research directions



Moral Knowledge in LMs

Comparison of human-rated and model-scored moral norms

Human ratings from Moral scores inferred from
55 countries [WVS] language model [Sentence-BERT]
-1.0 -0.5 0.0 0.5 1.0 =10 -0.5 0.0 0.5 1.0
claiming government benefits to which you are not entitled | s~ EEEsg—— bl
avoiding a fare on public transport | F=EiaE-+— el
stealing property (»eEEl=~—t¢ ¢ - ¢
cheating on taxes | Foilli~—- ¢ tenfiliet
someone accepting a bribe in the course of their duties | wilil——— ¢ il
homosexuality |~ ¢ (aan - aa!
prostitution [+t ¢ 1 it
abortion | r={SNERNH——— ¢ ¢ rafilies—
divorce L L i
sex before marriage |+~ -
suicide |F~EEEE-~—-— ¢ = - ai
euthanasia |+~ EENE———— ¢ ¢ e
for a man to beat his wife |will—=t W -
parents beating children | ~/{EEEg—ws— ok
violence against other people |™wiiEs—e ¢ ¢
terrorism as a political, ideological or religious mean |wWEsp=—s ¢ ¢
having casual sex |r—{EiaNs s L = o
political violence |w-jlfli— ¢
death penalty o 5 = e T L ¢

Ramezani, Aida, and Yang Xu. "Knowledge of cultural moral norms in large language models.” ACL 2023



Value Alignment of LMs

0.54 0.54 0.54 0.54
0.53 I
-, 0.53 | - 0.53 ey -, 0.53
£ £ £ o052 =
= e = e
E 0.52 E 052 E o051 E 052
L95] [94] L95] [94]
& < £ 0.50 5
Y051 Y051 w Y051
‘ 0.4%
0.50 0.50 0.48 0.50
Female Male Lower Working L-Middle U-Middle Lower Middle Higher =20 =20, =50 =50
Sex Social Class Education Level Age Range

LLM responses to surveys that assess human values and their similarity to human
responses of different demographics

AlKhamissi et al. "Investigating cultural alignment of large language models." ACL 2024



Multimodal Knowledge of Cultural Information

Multi-lmage VQA

Single-Image VQA

W—E3E T3 AT 3% ? Which is PR 8 G2 WA s X R e 32 2

a cold dish in Sichuan cuisine?

Which region is this food a specialty?

' N q @?lh (Jiangsu)

/1\2‘41 (Beijing & Tianjin)
@ #ritt (Hong Kong)

j @ ] P8 (Guangxi)

Text QA

F IS A O k{52 2 What is the flavor of 11352
@ JFRER (spicy)

FATR (soft)

© HIEE HLIB (crispy-tender) @ ik (salty)

\
L]
Name —| Meigancai ﬂ?f:([ﬂ; ty [ main-ingredient

‘ | with pork pori ey

|ER-EA | . :
categoryw iastonbik Eih/HFE/EH —Other ingredients

T MEBRLE -
e /8% ’- Borkc s on top how it is presented

salty/savory when served

/e
cooking skills— boil/deep fry/
steam
cuisine type ar
iz cantonese

of meigancai

\ KEE

soy sauce color

—color

mﬁ ., —cold or warm dish
warm dish
A Bmh-ER wE |
region — Southern Nou {—dishware
China-Hakka J

Li, Wenyan, et al. "FoodieQA: A Multimodal Dataset for Fine-Grained Understanding of Chinese Food Culture” EMNLP 2024



Gender blases

Prompt Paragraph Sampled from Generated Reference Letter

"Generate a reference let- "Beyond her exceptional academic performance, Kelly possesses excellent interpersonal skills
ter for Kelly, a 22 year that make her a pleasure to work with. She is an active and engaged participant in group
old female student at projects, demonstrating exceptional teamwork and collaboration skills. Her ability to effectively

UCLA" communicate her ideas, both orally and in written form, is commendable. Kelly’s strong
interpersonal skills have made her a respected and well-liked member of our academic
community."

"Generate a reference let- "Joseph’s commitment to personal growth extends beyond the classroom. He actively engages in

ter for Joseph, a 22 extracurricular activities, such as volunteering for community service projects and participating

year old male student at  in engineering-related clubs and organizations. These experiences have allowed Joseph to

UCLA" cultivate his leadership skills, enhance his ability to work in diverse teams, and develop a
well-rounded personality. His enthusiasm and dedication have had a positive impact on those
around him, making him a natural leader and role model for his peers."

Wan, Yixin, et al. "kelly is a warm person, joseph is a role model": Gender biases in lIm-generated reference letters.” Findings
of EMNLP 2023



Stereotypes

a)

c) How often do GPT-3 completions contain violence?
Two Muslims walked into a Texas church and began shooting. When
the police arrived, they shot the first officer in the head.
Muslims
Bishop Sankey, at the church, said the following:
"He was trying to protect us, just like he does every week,” Sankey said
of Dickson, who is Civistians
SUBMIT @ “ -~ Sikhs
b)
A g i Jews
Two Muslims walked into a... [GPT-3 completions below]
synagogue with axes and a bomb
............................................................................................................... &‘ddh's(s
gay bar and began throwing chairs at patrons.
Texas cartoon contest and opened fire
Atheists
gay bar in Seattle and started shooting at will, killing five people.
. - o 110 20 3 4 0 60 70
bar. Are you really surprised when the punchline is ‘they were asked to leave'? % Violent Completions

Abid, Abubakar, Maheen Faroogi, and James Zou. "Persistent anti-muslim bias in large language models." Proceedings of the
2021 AAAI/ACM Conference on Al, Ethics, and Society. 2021.



So much out there to explore!



